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Abstract

The problem of ambiguity is central to any theory of language interpretation, whether we are interested in language processing in humans or in developing a usable natural language processing system. Psycholinguistic evidence suggests that human subjects are able to choose an interpretation when necessary, and that competing factors are involved in this choice; however, no theory of language interpretation deals satisfactorily with the combinatorial explosion paradox—the fact that no matter how ambiguous natural language sentences are, they are usually interpreted without significant effort.

The main idea presented in this dissertation is that the scope preferences observed in the literature are not the result of an independent ‘scope disambiguation’ module, but of independent interpretation processes such as definite description interpretation or the interpretation of modals. None of these interpretive procedures is especially concerned with ‘scope disambiguation,’ but the result of these inferences is that relations of contextual dependency such as anaphoric reference or presuppositionality become part of the common ground; the scope preferences observed in the literature reflect these relations of dependency. The dissertation includes a formal proposal concerning the representation of contextual dependency, and its impact on the semantics of sentence constituents.

My theory of ambiguity is based on a distinction between semantic ambiguity, that can be captured implicitly, by means of underspecified representations, and perceived ambiguity, that results from the process of discourse interpretation. My model of the common ground can be used to characterize both situations characterized by the presence of semantic ambiguity, and situations characterized by the existence of perceived ambiguity.

The reasoning that leads to the establishment of scoping preferences makes use, I argue, of information that is pragmatic in nature; this calls for a model of discourse interpretation in which the ‘common ground’ contains such information. In the case of spoken language conversations, the common ground must be a model of the discourse situation of the conversational participants.
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1 Introduction and Outline of the Theory

Suppose Mr. Rice, addressing Mr. Porter, utters sentence (1.1).

(1.1) I can’t find a piece of paper.

The intention of Mr. Rice in using this sentence may have been to inform Mr. Porter that he is looking for any piece of paper on which to write, say, the instructions for Mr. Porter so that he can get to their common friend Mr. Richardson’s house; or that he is looking for a specific piece of paper—maybe the piece of paper on which he had written Mr. Richardson’s phone number. Different actions may be required of Mr. Porter depending on the actual intention of Mr. Rice. If the utterance is felicitous (i.e., no miscommunication occurs), Mr. Porter will infer the interpretation of (1.1) intended by Mr. Rice. A central question for natural language processing and psycholinguistics is: How (and when) does Mr. Porter recognize Mr. Rice’s intentions?

In recent years, a lot has been learned about some aspects of the interpretation process, especially about the extraction of sentence constituents (parsing) and the contextual interpretation of lexical items. We still lack, however, a clear picture of a number of processes involved in what I’ll call surface discourse interpretation—the process by which humans use what they heard, the context, and their knowledge about language and the world to arrive at the intended interpretation of an utterance, or to realize that there has been a miscommunication.

One of the most important lessons learned by those working on surface discourse interpretation is that most natural language sentences are ambiguous in more than one way: a speaker may mean different things when using them, and the appropriate interpretation is usually only recoverable in context. (1.1) is not exceptional in this sense: (1.2a) can be used either to describe a situation in which the referent of the pronoun “her” lowers herself, or a situation in which some people see the pet waterfowl of a female person; (1.2b) may be interpreted either as a question or as a suggestion.

(1.2) a. They saw her duck.

Although a large literature exists on the subject of ambiguity, these questions are still largely unanswered. In fact, some have argued that these questions are not even worth looking into. It is a common misconception that sentences like (1.1), (1.2a) and (1.2b) are the exception rather than the norm, and therefore ambiguity is an issue that we should tackle after other, more central questions about natural language understanding have been solved. Even a superficial perusal of any corpus of natural language texts will, however, reveal that this idea is misguided. Innocent looking, but nevertheless ambiguous, sentences like (1.1), are exceedingly common in such corpora. Some naturally occurring examples are shown below, all taken by a corpus of transcripts of naturally occurring conversations, the TRAINS corpus collected at the University of Rochester [Gross et al., 1993]. In sentence (1.3a), the pronoun may be anaphoric either on “an engine” or on “the boxcar.” That sentence is also structurally, lexically and scopally ambiguous (see below). Sentences like (1.3b) are often used in the TRAINS conversations, whose participants share the same knowledge about the world, to suggest a possible way to accomplish a certain task (i.e., in answer to questions like “How can we get the oranges to Bath?”); but in conversations like those of the Map Task corpus collected at the University of Edinburgh [Thompson et al., 1993], where the participants to a conversation usually have different information, similar sentences can also be used to give new information to the other participant.

(1.3) a. We should hook up an engine to the boxcar in Dansville, and move it to Bath. b. There is a boxcar at Corning.

While it is true that ambiguity is usually resolved in context (as these examples show), we cannot base our theory of ambiguity on the assumption that that is always the case. Most linguistic puns are based on our ability to perceive ambiguity: Abbot and Costello’s routine “Who’s on first,” for example, is only funny for a listener/reader who can detect the ambiguity of the sentences in the routine. Ambiguity can also be exploited for rhetorical effects: the sentence “Can we?”, the punch line of a campaign of the Edinburgh City Council promoting recycling of tin cans, deliberately plays on the ambiguity of the lexical item “can”.

Several theories of surface discourse interpretation are now available: [Hobbs, 1979; Hobbs and Martin, 1987; Charniak and Goldman, 1988; Hobbs et al., 1990; Pereira and Pollack, 1991; Dallymple et al., 1991; Abhawi, 1992; Hwang and Schubert, 1993; Kamp and Reyle, 1993]. The developers of these theories have looked in detail at discourse processes such as

b. Why don’t you ask for help?

The listener (or reader) of an ambiguous sentence is faced with the task of recovering the interpretation(s) intended by the speaker or writer of the sentence. Ambiguous sentences may have a huge number of alternative interpretations, yet humans have no problems in processing them: this is known as the combinatorial explosion paradox.

The ambiguity of natural language sentences raises problems of interest for linguists, psycholinguists, and developers of natural language processing systems alike: Which sentences are in fact ambiguous, and in which way? On which occasions is the intended interpretation of an ambiguous utterance in fact recovered by the listener/reader? How is this intended interpretation arrived at?

It is a common misconception that sentences like (1.1), (1.2a) and (1.2b) are the exception rather than the norm, and therefore ambiguity is an issue that we should tackle after other, more central questions about natural language understanding have been solved. Even a superficial perusal of any corpus of natural language texts will, however, reveal that this idea is misguided. Innocent looking, but nevertheless ambiguous, sentences like (1.1), are exceedingly common in such corpora. Some naturally occurring examples are shown below, all taken by a corpus of transcripts of naturally occurring conversations, the TRAINS corpus collected at the University of Rochester [Gross et al., 1993]. In sentence (1.3a), the pronoun may be anaphoric either on “an engine” or on “the boxcar.” That sentence is also structurally, lexically and scopally ambiguous (see below). Sentences like (1.3b) are often used in the TRAINS conversations, whose participants share the same knowledge about the world, to suggest a possible way to accomplish a certain task (i.e., in answer to questions like “How can we get the oranges to Bath?”); but in conversations like those of the Map Task corpus collected at the University of Edinburgh [Thompson et al., 1993], where the participants to a conversation usually have different information, similar sentences can also be used to give new information to the other participant.

(1.3) a. We should hook up an engine to the boxcar in Dansville, and move it to Bath. b. There is a boxcar at Corning.
reference resolution and tense interpretation, and have addressed important issues such as the syntax/seman-tics interface, or the role of commonsense knowledge in discourse interpretation. Many of these theories do not, however, address the problem of ambiguity, and those that do (e.g., [Charniak and Goldman, 1988; Hobbs et al., 1990]) concentrate on providing tools for using whatever information one has to arrive at a disambiguated interpretation. None of the questions about the disambiguation process I mentioned above are looked at in any detail; nor do these accounts include a study of the factors that play a role in disambiguation—instead, they explain how, given a list of such factors and their relative importance, a single interpretation may be arrived at. This is particularly true for one kind of disambiguation process, the process of assigning a scope to operators—logical expressions such as quantifiers, modals, negation, or adverbs of quantification.

In this dissertation I am concerned with two tasks. First of all, I develop a theory of (surface) discourse interpretation meant to address the question that none of the existing theories of discourse interpretation answers satisfactorily: how do humans deal with ambiguous sentences? To this end, I introduce a distinction between semantic ambiguity and perceived ambiguity, and propose an account of the combinatorial explosion paradox mentioned above—the fact that ambiguous sentences may have a huge number of alternative interpretations, yet humans have no problems in processing them.4

Secondly, I use this model of discourse interpretation to develop an account of scope disambiguation. Scope disambiguation is the surface discourse interpretation process involved in the interpretation of utterances that contain more than one operator, and is arguably the least understood aspect of surface discourse interpretation. I concentrate in particular on scopal ambiguity in context, and study the relation between scope disambiguation and other discourse interpretation processes in detail.

Many of the issues discussed in this dissertation arose in the context of the TRAINS project at the University of Rochester, that studies issues of language comprehension, planning, and reasoning encountered in task-oriented natural language conversations [Allen and Schubert, 1991; Traum et al., 1994]. In this dissertation I also describe a computer implementation of my proposals about disambiguation that is used as a component of the TRAINS-93 discourse understanding system.

In the remaining sections of this chapter I will discuss the problem of ambiguity in more detail, I will examine the existing proposals about scope disambiguation, and present an overview of my approach to surface discourse interpretation, ambiguity and scope disambiguation.

Although this work was originally motivated by a problem discussed in the natural language processing literature, my solution has been informed by my belief that the key to success in building systems that interact with human beings in natural language is to understand how humans process language. This dissertation is therefore heavily indebted to work in linguistics and psycholinguistics, and it is my hope that it can be seen as a contribution to those fields as well.

4 These terms are all introduced below.

1.1 AMBIGUITY IN NATURAL LANGUAGE

1.1.1 Kinds of Ambiguity

Lexical and structural ambiguities are perhaps the best known kinds of ambiguities, and certainly the most studied by psycholinguists [Frazier and Fodor, 1978; Crain and Steedman, 1985; Small et al., 1988; Gorfein, 1989; Altmann, 1989; Marslen-Wilson, 1989]. One kind of lexical ambiguity occurs when elements of different syntactic categories have the same phonetic or written realization. For example, the string “can” can serve as the realization of both a modal auxiliary, as in (1.4a), and of a noun, as in (1.4b). A second kind of lexical ambiguity also exists: a lexical item of a certain category (e.g., a noun) may be associated with different senses. The noun “form,” for example, has 24 different senses, and may denote, among other things, “a printed or typed document with blank spaces for insertion of required or requested information,” as in (1.5a), or “a conduct regulated by extraneous controls (as of custom or etiquette),” as in (1.5b).

(1.4) a. I can speak English.
   b. You’re opening a can of worms, my friend.

(1.5) a. I’ll give you a form to fill out.
   b. It’s not proper form for an ambassador to wear spandex tights at an official dinner.

A sentence is structurally ambiguous when more than one parse tree or s-structure can be associated with it.5 In the well-known (1.6a), for example, the prepositional phrase (PP) “with a telescope” can modify either the noun phrase (NP) “the hill” or the verb phrase (VP) “saw a man on the hill.” Sentence (1.6b) (from [Hirst, 1987], p.9) can be used either to answer the question “What are they doing?” (in which case “cooking” is interpreted as the head of a VP), or the question “What are these?” (in which case “cooking” is interpreted as an adjective modifying the noun “apples”). Structural ambiguities such as these may also result in a sentence having distinct semantic/pragmatic interpretations; in most semantic theories, this is a consequence of the fact that many maximal projections semantically denote functions, and the argument to which some of these functions (e.g., the functions that are the denotation of PPs) apply is specified by the parse tree/s-structure of the sentence, so that different s-structures correspond to different function/argument structures at the semantic level.6 A sentence may of course be both lexically and structurally ambiguous, as shown by example (1.2a).

(1.6) a. I saw a man on the hill with a telescope.
   b. They’re cooking apples.

5 These definitions are from Webster’s 7th Collegiate Dictionary, Copyright © 1963 by Merriam-Webster.

6 In the generative tradition [Chomsky, 1967; Chomsky, 1981; Haegeman, 1991], a sentence is characterized by a tuple (d-structure, s-structure, LF, PF). The d-structure encodes information about subcategorization; the s-structure represents the visible constituent structure; the Logical Form (LF) encodes information about the logical structure of the sentence such as quantifier scope; and the Phonetic Form (PF) encodes information about the sentence’s phonetic realization.

7 A maximal projection is the highest level of projection of a lexical head such as a noun or a verb. NPs, PPs and VPs are all examples of maximal projections [Haegeman, 1991].

8 For an introduction to the idea that sentence constituents may denote functions see, for example, [Dowty et al., 1981; Chierchia and McConnell-Ginet, 1990].
Finally, **scopal ambiguity** results from the fact that the function/argument structure of a sentence is not completely determined by its s-structure. Several phrasal elements denote functions whose arguments cannot be inferred from s-structure alone: they include quantified NPs such as “every student” or “most departments;” modal auxiliaries such as “can” or “must;” adverbs of quantification such “always;” and connectives such as negation, conjunction and disjunction.

Following Heim [1982], I call the functions whose arguments cannot be determined by looking at the s-structure alone **operators**; examples of operators are functions such as quantifiers and negation.

An example of scopal ambiguity is shown in (1.7). The argument to the function denoted by the adverb of quantification “always” in (1.7a) may either be the object denoted by the sentence “The postman rings twice,” resulting in the interpretation that in any situation the unique postman in that situation rings twice (shown in (1.7b)), or the object denoted by the sentence “x rings twice,” where x denotes a certain postman (say, Bill Smith), as in (1.7c).

(1.7) a. The postman always rings twice.
   b. ALWAYS[THE X POSTMAN(x) [X RINGS TWICE]]
   c. THE X POSTMAN(x)[ALWAYS [X RINGS TWICE]]

Certain types of scopally ambiguous sentences, such as (1.8a) and (1.8b), are such that one of their interpretations is clearly preferred. In other cases, such as the sentences in (1.9), the preferences are weaker.

(1.8) a. We should hook up an engine to the boxcar.
   b. She knows a solution to every problem.
   c. All that glitters isn’t gold.

(1.9) a. Every kid climbed a tree.
   b. Someone may bring a letter for me.

Other types of ambiguity also exist. A sentence may be ambiguous in that a speaker may be performing different **speech acts** when using that sentence in different contexts; speech act ambiguity is exemplified by (1.2c). A sentence may be **referentially ambiguous**, since pronouns and other anaphoric expressions may in general be used in contexts that contain more than one antecedent. Other ambiguities, such as the so-called **collective/distributive ambiguity**, result from the use of plural quantifiers [Bunt, 1985; Scha, 1981].

1.1.2 Ambiguity, Vagueness, and The Combinatorial Explosion Paradox

The definition of the term ‘ambiguity’ has been the object of much debate. Not everybody in the literature agrees that all the forms of ‘ambiguity’ I listed above are indeed cases of ambiguity; it has been argued that some of the cases of ‘ambiguity’ are really cases of **vagueness**. Among these ‘reductionist’ proposals, of special interest for this dissertation is the one arguing that there isn’t such a thing as ‘scopal ambiguity’ [Kempson and Cormack, 1981]; I discuss this hypothesis below.

Syntactic tests have been devised as a theory-independent means to classify a sentence as ambiguous or non-ambiguous; some of these tests are discussed by Zwicky and Sadock in [Zwicky and Sadock, 1975]. An example of these tests is the “do so” conjunction test developed by George Lakoff. Conjoining a ‘truly ambiguous’ sentence such as “They saw her duck” as in (1.10a), one does not get a ‘crossed understanding’ such that the referents of “they” saw Lee’s pet water-fowl while George saw Lee lowering herself. However, (1.10b)—whose first clause is ‘ambiguous’ between a reading in which John and Martha left separately, and one in which they left together—does allow for these crossed understandings. This suggests that the first sentence is indeed ambiguous, while the second isn’t.

(1.10) a. They saw her duck, and so did George.
   b. John and Martha left, and so did Dick and Pat.

The attempts to reduce ambiguity to vagueness are at least in part motivated by what I will call in this dissertation the **combinatorial explosion paradox**. Each form of ambiguity introduces the potential for a combinatorial explosion in the number of readings. Scopal ambiguity alone introduces a number of readings which grows with the factorial of the number of operators; thus (1.11), with 9 operators (not counting tense) should have at least 9! readings, without even considering lexical ambiguity (e.g., the ambiguity of “can”) or structural ambiguity (e.g., the ambiguity as to the attachment of the PP “on almost every issue”). Yet, humans are usually able to interpret such sentences quickly and unconsciously. It is natural to wonder whether these sentences are really ambiguous. I’ll argue in this dissertation that an explanation for this paradox can be found that does not require abandoning the conclusions on ambiguity reached in the field of linguistics.

(1.11) A politicians can fool almost everybody on almost every issue most of the time, but he cannot fool everybody on every single issue all of the time. (Hobbs)

Given that no agreed upon definitions of ambiguity and vagueness exist in the literature, I’ll have to give my own definitions. The intuition I try to capture can informally be described as follows: a sentence is **ambiguous** if its speaker may be meaning to make distinct statements about the world, depending on the context; whereas a sentence is vague if its speaker may only have one intention (i.e., there is only one statement about the world he may make using that sentence), but there exist more precise statements that refine the statement expressed by the speaker. For example, “They saw her duck” is ambiguous because its speaker may use it to express two entirely different statements about the world, whereas, if we assume that the lexical item “red” denotes a single concept, the sentence “That car is red” is vague under this definition because the statement expressed by that sentence it can be further specialized into the statements “That car is bright red” and “That car is magenta.” These definitions can be made a bit more formal by using the notion of **proposition or situation type** to characterize each statement that may be made by a sentence, as follows:12

---

10 Examples of vague statements are such statements as “That car is red” or “Bill is tall.”

12 Chierchia and McConnell-Ginet propose that a sentence is semantically ambiguous if it is associated with more than one meaning in the language system. Van Eijck proposes in [van Eijck, 1991] that the difference between
Definition 1.1 A sentence is **semantically ambiguous** if it may be used by a speaker to express distinct propositions (situation types), and these propositions differ in the value they assign to at least one situation.

Definition 1.2 A sentence is **semantically vague** if it expresses a proposition $p$ that can be specialized in distinct ways; that is, if there are at least two propositions, $p_1$ and $p_2$, both of which entail $p$, but differ in the value assigned to at least one situation (i.e., each of them denotes a subset of the situations denoted by $p$).

The definitions of semantic (sentence) ambiguity and vagueness just given are meant to be as simple and theory-neutral as possible; whether a sentence comes out as ambiguous or vague according to these definitions depends on the number of interpretations assigned to that sentence by a particular semantic theory.

It is important to note that according to my definition of ambiguity, an ambiguous sentence does not come out as equivalent to a disjunction of the distinct interpretations of the sentence. To treat an ambiguous sentence in such a way would be tantamount to propose that the sentence denotes a single proposition, namely, the proposition that is true at a situation if either of the distinct interpretations is true at that situation; according to my definition above, instead, an ambiguous sentence denotes a set of propositions. For example, according to the definition of ambiguity I gave above, the speaker of the sentence “They saw her duck” could either intend to say that the contextually established set of individuals denoted by the pronoun “they” saw a contextually specified female person lowering herself, or she could mean that “they” saw the pet waterfowl of that female person. According to the disjunction theory, instead, the speaker of that sentence had a single meaning in mind, albeit a disjunctive one; namely, she meant that it was either the case that “they” saw a contextually specified female person lowering herself, or it was the case that “they” saw the pet waterfowl of that female person. The two theories are only equivalent if something like the following axiom schema is assumed:

$$[[A \text{ MEANS that } P] \lor [A \text{ MEANS that } Q]] = [A \text{ MEANS that } (P \lor Q)]$$

I’ll add that the disjunction theory of ambiguity doesn’t explain at all the combinatorial explosion paradox: if what humans do is to produce a big disjunction, that means they must at some stage consider all distinct interpretations.

Both sentences that are lexically ambiguous and sentences that are scopally ambiguous are classified as ambiguous under the above definitions. In fact, under some fairly reasonable assumptions about the relation between syntax and semantics, my definition of ambiguity subsumes the notion of structural ambiguity as well: a structurally ambiguous sentence will come out as semantically ambiguous, under my definition, as long as each distinct s-structure of the sentence corresponds to a distinct proposition, once the interpretation of the lexical items in the sentence has been fixed.\(^\text{15}\)

ambiguity and vagueness is that the former disappears when additional knowledge about the context of utterance is gained, while the second persists. Both definitions appear to be closely related to mine.

\(^{15}\)This is a fairly reasonable assumption also according to Zwicky and Sadock [Zwicky and Sadock, 1975] and I know of no counterexamples. Note that it does not follow from this that two distinct s-structures correspond to distinct propositions—for example, the active and passive version of a sentence may both denote the same proposition(s).

1.1.3 Ambiguity and Perceived Ambiguity

As it turns out, the distinction between semantic ambiguity and semantic vagueness plays, in the theory proposed in this dissertation, a less important role than another distinction, that between semantic ambiguity and **perceived ambiguity**.

Definition 1.3 An utterance of participant B to participant A in a context C is **ambiguous in C** by participant A if A can find more than one interpretation for that utterance in context C.

In these situations, A will probably use the term ‘ambiguity’ to characterize its perception of B’s utterance, saying something like “You’re being ambiguous.” Considering that most natural language sentences are semantically ambiguous, this kind of statements ought to be extremely common—in fact, it should be uttered pretty much after every utterance. That this is not the case indicates that two distinct notions of ambiguity are needed, in the sense that we need to separate the traditional notion of semantic ambiguity from the notion of perceived ambiguity. Semantic ambiguity is is a characteristic of most, if not all, sentences, but needs not be noticed by listeners (and in fact, often is only discovered by linguistic research); humans seem to be sensitive to perceived ambiguity, a property of utterances in context, that is only found in cases of miscommunication or whenever it serves a rhetorical purpose, as in puns.

The distinction between semantic ambiguity and perceived ambiguity plays a central role in the theory developed in this dissertation, and in particular in the account of the combinatorial explosion paradox, the idea being that only perceived ambiguity results in a multiplicity of representations; semantic ambiguity is instead represented implicitly.

1.2 AVOIDING THE COMBINATORIAL EXPLOSION PARADOX

The combinatorial explosion paradox introduced in the previous section is seen by many as the central issue to be dealt with by theories of ambiguity and surface discourse interpretation. Researchers have been aware of this problem for quite some time, and a number of solutions have been proposed [Kroch, 1975; Ioup, 1975; van Lehn, 1978; Woods, 1978; Kempton and Cormack, 1981; Scha, 1981; Fodor, 1982; Hobbs, 1983; Bunt, 1985; Fenstad et al., 1987; Poesio, 1991; Alshawi, 1992; Kurtzman and MacDonald, 1993; Reyle, 1993]. In this section I review this work, and I also introduce the approach that is currently believed by many (including myself) to hold the solution to the paradox.

1.2.1 Syntactic and Semantic Constraints

An important line of attack on the issue of combinatorial explosion is based on the observation that even though the number of permutations of the operators in a particular sentence may be rather large, constraints of a syntactic and/or semantic nature drastically reduce this number.
Permutations may not correspond to actual readings for at least three reasons. First of all, as noted by Hobbs and Shieber [1987], some permutations result in logical expressions that are either ill-formed or contradictory. For example, (1.12a), in the interpretation in which the pronoun “he” is anaphoric on the NP “every man,” does not have a reading in which the NP “the woman he married” outscopes the NP “every man.” There is no well-formed logical expression that may represent this reading.\(^4\) Hobbs and Shieber point out that this constraint in general prevents a quantifier to scope between a noun and its complement: for example, “a meeting” may not scope inside “most” but outside “each” in (1.12b).

(1.12) a. Every man loves the woman he married.
b. *Most people on each committee attended a meeting.

Another reason why the number of actual readings of a sentence is much less than the number of permutations of its operators is that two distinct permutations may correspond to semantically equivalent readings. For example, (1.13) has only one reading, even though (at least) two equivalent logical expressions can be obtained as the translation of the sentence.

(1.13) A student saw a dog.

Finally, the readings corresponding to certain permutations may be unavailable because of semantic, or syntactic constraints. A very strong semantic constraint, extensively discussed by Ladusaw [Ladusaw, 1977], concerns the occurrence of polarity items such as “any” or “yet,” that need to be licensed at s-structure; it’s not enough for a polarity item to be in the semantic scope of a downward-entailing operator. The relevant examples are shown in (1.14): in the grammatical (1.14a) the polarity item “any boxcar” is both in the semantic scope and in the c-command domain of the negation operator; (1.14b), however, where the polarity item is only in the semantic scope of negation, is ungrammatical.

(1.14) a. I don’t believe that any boxcar is at Avon.
b. *I believe that any boxcar is not at Avon.

The work on uncovering missing readings has been especially intensive in the generative tradition, where the emphasis has been on detecting readings that are absent due to constraints on syntactic transformations and/or conditions on syntactic levels of representation [May, 1977; May, 1985]. Some of the constraints proposed in this literature did not endure the test of time,\(^5\) but others have been proved to yield quite robust predictions.

Among these latter, the best known example is perhaps the observation that a quantifier cannot take scope outside the clause in which it appears. The first mentions of ‘scope islands’ can be found in Postal [Postal, 1974], Rodman [1976] and May [1977]; the constraint was called Scope Constraint by Heim [1982]. The Scope Constraint is exemplified by the contrast in (1.15): whereas (1.15a) has a reading in which “every department” is allowed to take wide scope over “a student,” this reading is not available for (1.15b), even though arguably “from every department” and “who was from every department” have the same denotation.

(1.15) a. A student from every department was at the party.
b. A student who was from every department was at the party.

May proposed that the Scope Constraint holds because the scopally disambiguated interpretations of a sentence are represented at a (syntactic) level of representation called Logical Form (LF). The Logical Form of a sentence is obtained from its s-structure by means of a transformation called Quantifier Raising, and transformations are subject to a constraint called Subjacency. This is the constraint that movement can cross at most one bounding node (the bounding nodes are S — IP, in more recent terminology — and NP). The reading of (1.15b) in which “every department” takes wide scope over “a student” can only result from an instance of Quantifier Raising which violates Subjacency.\(^6\)

May [1985] also observed the asymmetry between subject and object positions in (1.19): (1.19a) is ambiguous, but (1.19b) isn’t. These asymmetries are discussed in length by Chierchia in [Chierchia, 1993].

(1.19) a. What did every student buy for Max?
b. Which student bought everything for Max?

Both Sag [1976] and Williams [1977] noted that sentences like “Some student admires every professor.” are ambiguous in isolation, but in a VP-deletion context, they aren’t:

(1.20) Some student admires every professor, but John doesn’t.

A lot of recent work—e.g., Kiss [1993], de Swart [1992] and Szabolcsi and Zwarts [Szabolcsi and Zwarts, 1992]— concentrates on identifying similar constraints and exploring their nature. For example, Kiss observes that (1.21a) doesn’t have a reading in which negation takes wide scope over the wh-phrase (contrast (1.21a) with (1.21b), which does have a ‘family of questions’ reading in which what is being asked if for each test, which student completed that test).

(1.21) a. Which student didn’t complete the test?
b. *Who student completed every test?

Any theory of scope disambiguation must clearly include an account of how these constraints operate and interact, which means that knowledge about syntactic structure and/or the semantics of lexical items must be brought to bear in the disambiguation process. It’s also clear, however, that there is more to scope disambiguation than these constraints, because most of the examples

---

\(^4\)The Scope Constraint is very strong. According to Van Lehn [van Lehn, 1978], who ran experiments to test which factors play a role on scope disambiguation (see below), 100% of his subjects agreed with the predictions of the Scope Constraint [1978]. Two classes of apparent counterexamples to the Scope Constraint are known, but the case is still open. Indefinites and definite descriptions do not seem to be subject to the constraint, as shown by (1.16); however, it has been argued that indefinite descriptions are not quantificational [Heim, 1982]. More troublesome are cases like (1.17) involving quantifiers; a discussion of related examples in presented in [Poesio and Zucchi, 1992]. Finally, it should be noted that the predictions of the Scope Constraint are less robust when quantifiers contained in sentential complements are concerned, as in (1.18).

(1.16) Every student who visited an Italian town found it charming.
(1.17) The woman that every Englishman respects the most is his mother.
(1.18) A quick test confirmed that each drug was psychotomimetic.

---

\(^5\)Pereira [1989] argues that this constraint is best formulated as a condition on semantic derivations rather than as a condition on the syntax of logical expressions.

\(^6\)Two examples among many are the Linear Order constraint discussed below, according to which a quantifier always takes scope on all operators on its right; and what we may call the Passive Constraint, according to which the subject NP in a passive clause always takes wide scope over other NPs in the same clause.
considered in this dissertation do allow for more than one interpretation. Consider, for example, the sentence discussed at the beginning of this chapter, “I can’t find a piece of paper”: clearly, we don’t want a theory that rules out one of the two interpretations.

The proposal presented in this dissertation has been in part motivated by the need to account for the role that syntactic and semantic constraints play in the disambiguation process, but I haven’t attempted either to uncover new constraints or to reinterpret those that are already known.\textsuperscript{17}

\subsection{Is There Such a Thing as ‘Scopal Ambiguity’?}

It has been noted in the literature that the syntactic tests for ambiguity do not classify a sentence as ambiguous if the propositions expressed by the sentence are such that one entails the other. This is the case, for instance, with sentences such as “Every kid climbed a tree.” [Lakoff, 1970; Zwicky and Sadowski, 1975; Kempson and Cormack, 1981].

This fact has been grounds for claiming that sentences such as (1.9a)—in fact, all quantified sentences—are not ambiguous. This would give us a simple explanation for the ‘explision’ generated by other forms of ambiguity. The more articulated statement of this position has been made by Kempson and Cormack (K&C) in [Kempson and Cormack, 1981]. K&C propose that sentences like (1.23) are not ambiguous, but vague: according to them, such sentences semantically denote the weaker reading (the one in which the universal quantifier takes scope over the existential). The stronger reading is the result of pragmatic reasoning.

(1.23) Every linguistics student has read a book by Chomsky.

What’s more, Kempson and Cormack argue that this is also the case with sentences such as (1.24) that, because of the great number of different interpretations they may allow,\textsuperscript{18} have traditionally been taken as problematic for ambiguity claims.

(1.24) Three examiners marked six scripts.

In fact, K&C propose that all quantified sentences denote a single proposition; in this way, the combinatorial explosion paradox disappears, at least as far as scopal ambiguity is concerned. This strategy of eliminating the paradox by claiming that quantified sentences have a unique, ‘weakest’ interpretation has been pursued by others as well, among them Hobbs [1983] and Kalmán [1990].\textsuperscript{19}

As we will see later, the solution to the paradox that I propose is also based on a processing strategy that does not require generating all of the disambiguated interpretations. Two aspects of K&C’s proposal are, however, untenable: these are the claims that there is no such thing as ‘scopal ambiguity,’ and that sentences with two or more operators denote the weakest proposition among the available translations.

The basic problem with K&C’s proposal is that the observations on which it is based are only true of special cases of quantified sentences. In general, it is not true that a sentence with two quantifiers has two interpretations, one of which entails the other. (1.25) does not have an interpretation weak enough to be entailed by all others, yet able to capture the truth conditions correctly.\textsuperscript{20}

(1.25) Few students know many languages.

A second problem with the approach of Kempson and Cormack is that if one wants to claim that the meaning of a sentences such as (1.26a) is something like (1.26b), as Kempson and Cormack do, then one ends up predicting that the meaning of (1.26c) should be something like (1.26d), the strongest interpretation of the sentence. In other words, one either has to give up compositionality for sentences like (1.26b), or to abandon the strategy of letting sentences denote their weakest interpretation [Chierchia and McConnell-Ginet, 1990].

(1.26) a. Every kid climbed a tree.
    b. \((\forall x \ KID(x) \supset (\exists y \ TREE(y) \land CLIMB(x,y)))\)
    c. It is not the case that every kid climbed a tree.
    d. \((\neg (\forall x \ KID(x) \supset (\exists y \ TREE(y) \land CLIMB(x,y))))\)

Finally, there is the question of preferences. I have noted above that most scopally ambiguous sentences have preferred readings in context, and I’ll shortly discuss some psychological experiments that confirm this. Arguably, one could take Kempson and Cormack to predict that the weaker reading should always be preferred; there is evidence, however, that humans often prefer the stronger reading. For example, Kurtzman and MacDonald, whose experiments I discuss in detail below, observed that the preference for assigning to (1.27a) the reading in which “a kid” takes wide scope (the stronger reading) is much stronger than the preference for assigning (1.27b) the weaker reading [Kurtzman and MacDonald, 1993]. Kempson and Cormack propose that interpretations are pragmatically filtered so that there is a preference for the interpretation

\textsuperscript{17}An important but not very well understood factor in disambiguation is played by sentence constituents sometimes called \textit{scope disambiguation markers} such as “a different” or “the same,” that, when used to modify a determiner, are very effective in disambiguating the sentence:

\begin{itemize}
  \item a. Every kid climbed a \textit{different} tree.
  \item b. Every kid climbed a \textit{certain} tree.
  \item c. Every horse entered the corral.
  \item d. Every horse entered the \textit{same} corral.
  \item e. I gave the kids a \textit{book} each.
\end{itemize}

\textsuperscript{18}Bunt counted up to 30 readings for such sentences [Bunt, 1985].

\textsuperscript{19}This description of Hobbs’ proposal, while broadly correct, doesn’t make it complete justice. Space prevents a more detailed discussion.

\textsuperscript{20}Actually, this problem arises already with the sentences involving numerical quantifiers that Kempson and Cormack looked at, such as (1.24). In order to obviate the problem, K&C propose for these sentences a translation that is so weak as to fail to capture the correct truth conditions. More recently, van der Does and Verkuyl [Verkuyl and van der Does, 1991] proposed a representation that they argue is entailed by all the different interpretations of (1.24) yet allows us to distinguish between different numerical quantifiers. In his dissertation, however, van der Does argues that their representation can’t represent the cumulative readings observed by Scha [Scha, 1981].
in which the ‘topic’ (that they define as the leftmost quantifier at logical form) corresponds with the syntactic subject; I’ll return on this subject later.21

(1.27)  

a. A kid climbed every tree.
b. Every kid climbed a tree.

1.2.3 Underspecified Representations

I said above that while Kempson and Cormack’s hypothesis that sentences with more than one operator are not semantically ambiguous is difficult to defend, their intuition about the direction that has to be taken to solve the combinatorial explosion paradox—humans have no troubles processing semantically ambiguous sentences because only a few disambiguated interpretations ever get generated—is rather plausible.

In fact, this intuition ties in well with the solutions to the problem of combinatorial explosion developed in the natural language processing (NLP) community. Schubert and Pelletier [1982], Hobbs [1982, 1983], Hobbs and Shieber [1987], the developers of TEAM [Grosz et al., 1987], Allen in his textbook [1987], Fenstad et al. [1987] and, more recently, the developers of the Core Language Engine [Alshawi, 1992] all propose that the initial result of interpretation is a single (or a few)22 underspecified representation—a representation that encodes some aspects of a sentence’s meaning (typically, the result of syntactic interpretation and lexical disambiguation), but leaves others unspecified (e.g., the semantic scope of operators and/or the interpretation of anaphoric expressions). The underspecified representation serves as input to subsequent disambiguation steps that, in addition to resolving scope, are concerned with reference interpretation, ellipsis, etc., and may make use of commonsense knowledge, general pragmatic principles, and so forth. For example, the representation for (1.28) proposed by Schubert and Pelletier is (1.29), in which quantifiers are left in place, much as they would be at s-structure prior to Quantifier Raising.

(1.28) Every kid climbed a tree.
(1.29) \[ \langle \text{every kid} \rangle \text{ climbed } \langle \text{a tree} \rangle \]

The idea has been gaining consensus in recent NLP literature that the underspecification approach may in fact have cognitive plausibility, in the sense that the reason why combinatorial explosion is not a problem for humans is because humans are able to represent semantic ambiguity implicitly by means of an underspecified representation. Since this assumption plays an important role in what follows, I will give it a resounding name, Underspecification Hypothesis.23

Underspecification Hypothesis (UH) Humans are capable of representing semantic ambiguity implicitly by means of some form of underspecified representation.

The difference between the underspecification hypothesis I just presented and the approach proposed by Kempson and Cormack is as follows. According to Kempson and Cormack, (certain) sentences are not semantically ambiguous, and therefore only one interpretation exists. According to the UH, these sentences are ambiguous, but this ambiguity is not a problem because humans represent semantic ambiguity ‘implicitly,’ so the semantic ambiguity of a sentence does not require its listener to produce a proliferation of interpretations. The underspecified representation approach, in other words, achieves the result desired by Kempson and Cormack—it does not require that all available alternatives be generated—but at the same time it allows us to retain linguistically motivated notions of ambiguity and vagueness.

The distinction between semantic ambiguity and perceived ambiguity discussed above enters into play at this point: according to the underspecification hypothesis, a sentence may well be semantically ambiguous, but an utterance of that sentence is perceived as ambiguous only if the context suggests multiple interpretations to the listener; only in that case may it cause processing problems for humans.24 If we believe in the underspecification hypothesis, we need not worry if our semantic theory is ‘readings-happy’ (to use Verkuyl’s [1992] felicitous expression), as long as our discourse interpretation theory does not require us to generate them all.

This of course means that the UH by itself does not suffice to solve the Combinatorial Explosion Paradox: a theory of discourse interpretation that does not assume that all interpretations are actually generated is also required. In fact, a large part of the dissertation is dedicated to developing a theory of scope interpretation that, while assigning to an ambiguous sentence a set of meanings, does not require the whole set to be generated explicitly, and therefore doesn’t suffer from the problems attributed by K&C to what they call the ‘maximal ambiguity’ theories.

The underspecified representations used in most NLP systems are treated as uninterpreted data structures; scope disambiguation in these proposals is therefore handled by means of extra-logical procedures such as those developed by Hobbs and Shieber [Hobbs and Shieber, 1987] or Hurum [Hurum, 1988]. It is also known, however, that the choice of an interpretation often depends on the result of reference interpretation processes and/or on inferences based on commonsense knowledge, and therefore these processes and inferences should be integrated with the processes dedicated to scope disambiguation. For example, “the cat” is assigned narrow scope in the preferred interpretation of (1.34) because that NP is interpreted as anaphoric on the NP “a cat” in the antecedent of the conditional. In (1.35), world knowledge about ownership relations and the typical size of backpacks force the interpretation in which “every student” takes wide scope. Anaphoric and commonsense knowledge (about affairs and about working relations) conjure in making preferred the interpretation of (1.36) which requires more than one secretary. Knowledge about recent events in Italy makes the reading of (1.37) in which a single scandal is discussed most salient. Finally, the preferred reading of (1.39a)25 is the one

21 It would be possible to argue, perhaps, that the stronger reading is obtained by applying Kempson and Cormack’s ‘generalizing’ operations to the weaker interpretation. Presumably, this implies that Kurtzman and MacDonald’s subjects should take longer to process (1.27a) than to process (1.27b).

22 Perhaps, one/a few such interpretation per parse tree could be obtained, in the case of structurally ambiguous sentence.

23 As far as I know, this hypothesis is not explicitly advanced anywhere in the literature, although a number of authors seem to imply something like it.

24 The very examples of ‘clearly non-ambiguous sentences’ discussed by Zwicky and Sadock are a case in point. All of these sentences may be perceived as ambiguous in the appropriate context. (1.30) becomes ambiguous in a context in which the speaker has two sisters and the hearer is aware of that. (1.31) becomes ambiguous if, say, the color of the sweater is relevant—for example, if the statement is made to a police officer while identifying a criminal.

25 This nice minimal pair is due to Kurt Van Lehn.
where “a LISP dialect” takes wide scope, whereas the preferred reading of (1.39b) is the one where “Everyone at IJCAI” takes wide scope; the contrast clearly depends on world knowledge factors alone (namely, the fact that Xerox PARC researchers developed a LISP dialect called INTERLISP). 26

(1.34) If a cat sees a dog, the cat meows.
(1.35) Every student carries his books in a backpack.
(1.36) Every conservative MP has had an affair with his secretary.
(1.37) Most Italian politicians are involved in a scandal of enormous proportions.
(1.38) Every conservative MP has an office.
(1.39) a. Everyone at PARC knows a dialect of LISP.
b. Everyone at IJCAI knows a dialect of LISP.

In some of the literature on underspecified representations, starting from [Schubert and Pelletier, 1982] and [Fenstad et al., 1987], one can find, in addition to a clearer formulation of the underspecification hypothesis, attempts to spell out the consequences for (model-theoretic) semantics of that hypothesis, i.e., to define more precisely what an ambiguous sentence denotes. A further step is taken in work such as [Poesio, 1991; van Deemter, 1991; Alshawi and Crouch, 1992; Reyle, 1993], where logics are developed that include underspecified representations either as special kinds of terms or as special kinds of formulas, and thus can be used to describe both commonsense inferences and the processes involved in scope assignment and reference disambiguation.

At the moment, the only proposals that appear capable of dealing with the Combinatorial Explosion Paradox are based on one version or the other of the Underspecification Hypothesis; I adopt it as well. In this dissertation, I simplify matters by assuming that both structural and lexical disambiguation take place before scope disambiguation and reference interpretation, so that I will not have to worry about encoding structural and lexical ambiguity in the underspecified representation I use; this representation will be an s-structure whose leaves have been replaced by unambiguous semantic translations of lexical items. 27 The model-theoretic interpretation of

15The influence of world knowledge on the interpretation of anaphoric expression is also easy to see. In (1.32), for example, the pronoun “it” is clearly interpreted as referring to “the audio port” even though two referents are available, and the choice seems to depend on the fact that it is ports that are on the back of computers. In the (slightly edited) fragment of an actual conversation in (1.33c), “the empty boxcar” is interpreted as referring to the boxcar mentioned in (1.33a), but this clearly requires that B makes the inference that a boxcar becomes empty after unloading its cargo.

(1.32) Hook up the cable to the audio port. It’s on the back of the screen.
(1.33) a. A: move the boxcar to Avon, and unload the oranges.
b. B: okay
c. A: then send the empty boxcar to Bath.

17Of course, there is plenty of evidence that at least structural disambiguation and reference interpretation interact [Crain and Steedman, 1985; Altmann and Steedman, 1988]. Nothing in my proposal depends on structural and referential disambiguation occurring at different stages; the only problem is to develop a more complex form of underspecified representation that would allow for that.

18Anaphoric expressions are the most clear indication that interpretation does not stop at the level of underspecified representations: when reading texts like “John met Bill. He was wearing a sporting jacket,” most readers either make a decision about the antecedent of the pronoun “he” or find the text ambiguous.

19Thanks to David Milward for pointing out these examples to me.

ambiguity I will propose is based on the definition of semantical ambiguity discussed above, according to which a sentence is semantically ambiguous if it is associated with a set of meanings of cardinality greater than 1.

1.2.4 Beyond the Underspecification Hypothesis

One might wonder whether the Underspecification Hypothesis, perhaps in conjunction with the existence of syntactic and semantic constraints, explains the Combinatorial Explosion Paradox: after all, if the process of interpretation stops after an underspecified representation is obtained, no explosion in the number of readings will result. We must ask ourselves the following questions: does further processing take place in humans after an underspecified representation has been obtained? And even if that is what occurs in humans, should the same approach be followed when developing a natural language processing system? I propose that the answer to both questions should be a qualified ‘yes,’ and therefore the UH by itself is not sufficient to explain the CEP.

I will call the hypothesis that no disambiguation takes place once the underspecified interpretation has been obtained, unless perhaps there are some reasons for doing so (e.g., new information is obtained), lazy disambiguation proposal. There are several kinds of evidence suggesting that the lazy disambiguation proposal is not a plausible account of discourse interpretation, i.e., that humans do not take a lazy approach to discourse interpretation. First of all, there are psycholinguistic experiments indicating that whenever human subjects are presented with sentences as part of a task, they arrive at a disambiguated interpretation, whether the sentences being processed are lexically, structurally, referentially, or scopally ambiguous. In fact, in the case of the first three kinds of ambiguity at least, it’s commonly accepted that disambiguation not only occurs, but it takes place rather early, as shown most clearly by phenomena like garden-path sentences [Frazier and Fodor, 1978; Crain and Steedman, 1985; Small et al., 1988; Gorfein, 1989; Altmann, 1989; Marslen-Wilson, 1989]. In the case of scopal ambiguity, as we will see later, there is evidence that preferences exist; it’s not clear when disambiguation takes place [Kurtzman and MacDonald, 1993], but effects similar to garden path can be had with quantifier scope as well, as shown by (1.40) (Barwise [1987] calls these examples jungle paths).

(1.40) Statistics show that every 11 seconds a man is mugged here in New York City. We are here today to interview him.

Nor should we forget the fact discussed above that humans are clearly able to recognize ambiguity in context when it occurs. This is shown both by the fact that the sentence’s perceived ambiguity can be exploited for rhetorical effects, and by the fact that when clarity is a goal, people tend to construct the sentences occurring in natural conversations and texts in such a way as to...
avoid ambiguity, so that most sentences one runs across in real texts or transcripts of natural conversations have preferred readings.\textsuperscript{20}

All of this suggests that in general underspecified representations are not the ultimate result of discourse interpretation; further processing takes place, and this processing results in a single interpretation, in the case of (contextual) non-ambiguity, or in more than one, if an ambiguity is perceived (whether or not that ambiguity was intentional). The only question that makes sense to ask is when disambiguation occurs; even though all evidence indicates that the participants to task-oriented conversations attempt to disambiguate their utterances right away, this question ultimately can only be answered by psycholinguistic research.\textsuperscript{31} Whatever the answer to this question is, an account of disambiguation is needed even if our only goal is to solve the Combinatorial Explosion Paradox.\textsuperscript{29}

If, in general, a speaker intends his listener to do more than simply arrive at an underspecified interpretation, a theory of ambiguity must include an account of the processes by which the intended interpretation is obtained, how these processes may result in a perceived ambiguity, and why combinatorial explosion is not a problem. That’s because the Underspecification Hypothesis is also consistent with a theory of discourse interpretation requiring, say, that once an underspecified interpretation is obtained, all possible disambiguated interpretations have to be generated; as a matter of fact, most theories of discourse interpretation developed in the natural language processing literature are of this kind. The UH thus needs to be supplemented with a theory of disambiguation that makes the process that results in the final interpretation(s) highly constrained.

In other words, we need, in addition to the Underspecification Hypothesis, a further assumption, that I will call Anti-Random Hypothesis.\textsuperscript{29}

**Anti-Random Hypothesis (ARH)** Humans do not randomly generate alternative interpretations of an ambiguous sentence; only those few interpretations are obtained that (i) are consistent with syntactic and semantic constraints and (ii) are suggested by the context, except perhaps when no interpretation may be obtained by ‘normal’ means, in which case some sort of ‘puzzle mode’ may be entered.\textsuperscript{24}

### 1.3 TOWARDS A THEORY OF SCOPE DISAMBIGUATION: DISAMBIGUATION FACTORS

Having clarified the concepts of semantic ambiguity, perceived ambiguity and of vagueness, and having argued that two hypotheses need to be made in order to account for the Combinatorial Explosion Paradox, I can now turn to the main task of this dissertation, to produce a theory of scope disambiguation consistent with these definitions and these hypotheses.

I review in this section the existing literature on scopal ambiguity processing. I will observe that a lot of ‘principles’ have been proposed to account for the data about scoping preferences [Lakoff, 1971; Ioup, 1975; van Lehn, 1978; Fodor, 1982; Kurtzman and MacDonald, 1993], but there isn’t a theory explaining why do these principles play a role, how they operate, and how conflicts between principles are resolved.

#### 1.3.1 Linear Order

Most proposals on scope disambiguation\textsuperscript{25} were developed to account for the general preference of the leftmost quantified phrase to take wide scope in simple active sentences like (1.42):

\begin{equation}
\text{(1.42) Every kid climbed a tree.}
\end{equation}

G. Lakoff [1971] proposed that this preference is due to the fact that sentences are parsed from left to right; “every kid” takes scope over “a tree” because it is processed first. (Kurtzman and MacDonald [1993] call this the linear order principle.) Lakoff actually argued that this principle effectively disambiguates (1.42), which, according to him, has only the reading in which “every kid” takes scope over “a tree.” Fodor’s proposal [Fodor, 1982] is also based “on the working assumption that these preferences are due to sentence comprehension processes” (p. 143).

#### 1.3.2 Grammatical Function, Quantifier Hierarchy, and Topic

In the first part of her paper [1975], Ioup argues that “…in natural language, order has little to do with the determination of quantifier scope.” (1975, p.37). Ioup presents examples from English and 13 other languages in which the scope assignment is opposite to that predicted by proposals such as Schubert and Hwang’s [Hwang and Schubert, 1993] or Hobbs’ work on abduction.

\textsuperscript{24}This entails that surface discourse interpretation may be different from the process of lexical disambiguation, where there is evidence that all interpretations are considered prior to context filtering [Tanenhaus et al., 1979; Hirst, 1987; Grefenst, 1989; Small et al., 1988].

\textsuperscript{25}Most explicitly, Fodor’s [Fodor, 1982].
the linear order principle. The preferred reading of (1.43), for example, is the one in which the NP “each child” takes wide scope.

(1.43) I saw a picture of each child. [Ioup, 1975]

The second part of the paper is devoted to the presentation to Ioup’s own proposal. According to Ioup, the relative scope of quantifiers is determined by the interaction of two factors. First of all, quantifiers whose determiner is “each” or “the” have the inherent (i.e., lexical) property of taking wide scope over indefinites, which, in turn are lexically marked to take scope over plural quantifiers like “all.” This hypothesis is motivated by contrasts such as those in (1.44)-(1.45), and also accounts for cases such as (1.43).26

(1.44) a. I saw a picture of each child.
   b. I saw a picture of all the children.

(1.45) a. Ethel has a dress for every occasion.
   b. Ethel has a dress for all occasions.

Ioup proposes that a second hierarchy exists, among grammatical functions, such that listeners tend to attribute to NPs in subject position wide scope over NPs in indirect object position, which in turn tend to take wide scope over NPs in object position. The hierarchy between grammatical functions accounts for the preferred reading of (1.42), and apparently holds for all languages Ioup analysed. In Greek, for example, the direct and indirect object can be interchanged, reversing the order of the quantifiers, without however affecting the preferred meaning. So, the preferred reading of both (1.46a) and (1.46b) is the one in which a unique cake is being baked for all the girls, irrespective of the linear order of the NPs “ena glyko” and “giÀa kapia koritsia.”27

(1.46) a. Giannis ekane ena glyko giÀa kapia koritsia
   John made a cake for some girls
   Taro made a cake for some girls
   b. Giannis ekane giÀa kapia koritsia ena glyko
   John made for some girls a cake
   John made a cake for some girls

Ioup also observes that the NP expressing a sentence’s topic tends to take wide scope. Topic is not explicitly marked in English, but in languages in which topic is marked, like Japanese or Korean, the preference is rather clear. (1.47b) is ambiguous, but the reading in which the NP in subject position, “most students” takes scope over the NP in object position, “every language,” is preferred. This preference is maintained if the NP in object position is scrambled in sentence-initial position, as in (1.47c) (another counterexample to Lakoff’s linear order principle). If, however, the NP is marked with the topic-marking suffix “wa,” as in (1.47d), suddenly the preferred reading of the sentence becomes the one in which “every language” takes wide scope.28

(1.47) a. Most students speak every language.
   b. Hotondo-no gakusei-ga subete-no gengo-o hanasu
   most-gen student-nom every language-acc speak
   c. Subete-no gengo-o hotondo-no gakusei-ga hanasu
   every language-acc most-gen student-nom speak
   d. Subete-no gengo-wa hotondo-no gakusei-ga hanasu
   every language-TOP most-gen student-nom speak

A weak topicality effect may also be had in English, where the NP in subject position often plays the role of sentence topic, and special constructs such as left dislocation and fronting have the purpose of indicating a sentence’s topic [Gundel, 1974; Reinhart, 1981].

(1.48) a. As for this room, it really depresses me.
   b. In this room, I feel really depressed.

Ioup proposes to account for the data about topic by introducing a new grammatical function for Topic, and by revising the hierarchy of grammatical functions so that Topic takes precedence over Subject.29

1.3.3 Scope and C-Command

Jackendoff [1972] and Reinhart [(1976; 1983), ch. 3 and 9] propose to account for the preferred reading of (1.42) by stipulating that a quantified expression takes scope over another quantified expression if the latter is in the c-command domain of the former at s-structure.30 (As in the case of Lakoff, Jackendoff and Reinhart actually claim that these sentences are unambiguous.) This generalization accounts not only for the preferred reading of (1.42), but also for the preference for NPs in fronted PPs to take wide scope, exemplified by the following contrast (the data are from [Reinhart, 1983], p. 192):

(1.49) a. Some reporters worship Kissinger in every town he visits.
   b. In every town he visits, some reporters worship Kissinger.

In (1.49a), there is a slight preference for “some reporter” to take wide scope, but the other interpretation is available. In (1.49b), there is a clear preference for “every town” to take wide scope.

Katz [(1980), p.26] argues that the process that determines the relative scope of operators relies on pragmatic information only. He proposes that by adopting a Topic Principle according to which the NP in topic tends to take wide scope we would account not only for the facts about topic observed by Ioup, but also for the preferred reading attributed to sentences like (1.42)—the idea being that the preference for Subjects to take wide scope would be a consequence of the fact that Subjects in English are normally used to express the topic of a sentence. It’s not clear how this principle would account for the other facts explained in terms of the grammatical function hierarchy. The topic principle was independently proposed by Kempson and Cormack [1981].

Kurtzman and MacDonald [1993] call this the C-command principle.

26 Hintikka [1974], Koch [1975], van Lohuizen [1978], Hendrix [1978] and Moran [1988] also study the effect of lexical preferences, or weights as they are also called.

27 Thanks to Leonidas Komtohanasssis for confirming the judgments reported by Ioup and correcting the sentences.

28 These examples are mine; the judgments were verified with the help of five native speakers.

29 Kurtzman and MacDonald [1993] call this the C-command principle.
1.3.4 Van Lehn’s Results

In his MS thesis [van Lehn, 1978], van Lehn’s looked at the impact on scope disambiguation of constraints on transformations such as the Scope Constraint, as well as of the principles proposed by Ioup (Quantifier Hierarchy and Grammatical Function Hierarchy).

Van Lehn selected 121 sentences out of technical papers written at MIT. Each sentence was typed on a file card, and submitted to the informant to be read silently to avoid the effect of intonation. The informants were first asked to paraphrase the sentence; if that alone didn’t indicate a clear preference, questions were asked of the informant. For example, given the sentence “Every guy kissed a girl”, questions such as “Did they all kiss the same girl?” were asked.

Van Lehn did find evidence for a Quantifier Hierarchy, albeit not of the form proposed by Ioup. More precisely, he found that in sentences with an indefinite NP and a universal quantifier or a plural quantifier, 100% of the informants preferred the reading in which the indefinite NP took narrow scope when the determiner “each” was used; the preference became lower and lower as other quantifiers were used; and, with all-NPs, the preference was reversed. In (1.50a), there is a clear preference for “a glass of champagne” to take narrow scope; in (1.50b), there is no clear preference; and in (1.50c), there is a strong preference for the NP “a glass of champagne” to take wide scope.

\[(1.50)\]
\[
a. \text{The club president splashed each member with a glass of champagne.} \\
b. \text{The club president splashed many members with a glass of champagne.} \\
c. \text{The club president splashed all members with a glass of champagne.}
\]

Van Lehn noted that, considering only NPs with universal force, the likelihood that a universally quantified NP would take wide scope was inversely correlated with the acceptability of that NP as the subject of collective predicates such as “met”:

\[(1.51)\]
\[
a. \text{*Each man met.} \\
b. \text{*?Every man met.} \\
c. \text{??All of the men met.} \\
d. \text{All the men met.} \\
e. \text{The men met.}
\]

Ioup had suggested in her paper that a direct correlation exists between the position of a quantifier ‘D P’ (where D is the determiner, P a property) in the quantifier hierarchy and the ratio between all P’s and the percentage of P’s that have to have the property Q in order for the statement “D Ps are Qs” to hold. For example, every quantifier with universal force would be higher in the quantifier hierarchy that a quantifiers such as ‘most P’s’. Van Lehn’s data suggest that the position in the quantifier hierarchy has nothing to do with the relative size of the set. He proposed to replace Ioup’s version of the quantifier hierarchy with a distributivity hierarchy between quantifiers with universal force: the higher a determiner is in the hierarchy, the likelier it is that that determiner is going to take wide scope. Van Lehn’s distributivity hierarchy is as follows:

\[
each \prec \text{every} \prec \text{all} \prec \text{the (plural)}
\]

Furthermore, on the basis of examples like (1.52), indicating that a clear contrast exists between the scoping behavior of definite and indefinite NPs, van Lehn proposed that a distinct principle was involved, according to which specific NPs (he considers definite NPs specific) take wider scope than non-specific NPs.

\[(1.52)\]
\[
a. \text{The club president splashed each member with a glass of champagne.} \\
b. \text{The club president splashed each member with the glass of champagne.}
\]

Van Lehn also studied the relation between clause type and the availability of wide scope reading, both in relative clauses and in sentential complements. He did note a strong effect, although not quite as strong as the effect of the distributive hierarchy and the specific/non specific distinction. For example, he noted the contrast in (1.53): in (1.53a) the reading in which “Each raw rubber producer in Brazil” takes wide scope is not available, while in (1.53b) that reading is as likely as the reading in which “a guy” takes wide scope, and in (1.53c) that reading is preferred by 100% of Van Lehn’s informants.

\[(1.53)\]
\[
a. \text{At the conference yesterday, I managed to talk to a guy who is representing each raw rubber producer in Brazil.} \\
b. \text{At the conference yesterday, I managed to talk to a guy representing each raw rubber producer in Brazil.} \\
c. \text{At the conference yesterday, I managed to talk to a representative from each raw rubber producer in Brazil.}
\]

Van Lehn proposes an embedding hierarchy clause – gerund – PP to account for these data: the higher a clause is in the hierarchy, the more likely it is that a quantifier in it can take wide scope over another quantifier in the same sentence.

Finally, van Lehn tried to verify whether the position of an NP at s-structure affects the scope that that NP is going to take. He was especially interested in comparing the predictions resulting from the Linear Order principle with the predictions based on Ioup’s Grammatical Function Hierarchy, as he noted that these predictions only differ in a couple of cases (e.g., the linear order principle predicts that NPs in object position take scope over NPs in adverbial PPs). His results were inconclusive: both principles appear to be in good agreement with most of the preferences, and in disagreement with the preferences observed in about a third of the cases. He suggests that, this being the case, surface order may be preferable because theory-independent and easier to implement.43

1.3.5 The Use of Disambiguation Factors in NLP Systems

Missing from the literature reviewed so far is an account of how the proposed disambiguation principles may result in an interpretation, and how they interact. This has been a central concern

---

43The hierarchy between clausesmates that would be obtained by assuming the c-command principle also differs only in few respects from the hierarchy resulting from linear order. The ‘c-command hierarchy’ would be as follows:
- proposed pp and topicalized np > subject
- sentential pp and adverbial np > verb phrase pp > object
for implementors of NLP systems, who have proposed several architectures, all based on the idea of choosing a number of disambiguation factors, assign them a relative weight, and use them to score the readings that are compatible with a set of syntactic and semantic constraints.

Let’s consider the procedure adopted in TEAM [Grosz et al., 1987], for example. The constraints the system knows about include the Scope Constraint and a constraint preventing the generation of logical forms that contain unbound variables. The disambiguation factors chosen by the developers of TEAM include the Linear Order principle and the Quantifier Hierarchy. The procedure for generating the preferred interpretation consists of the following steps:

1. Generate all the readings consistent with the constraints;
2. Assign each reading a score depending on the number and the weight of the disambiguation factors it satisfies (say, 1 point if it satisfies the quantifier hierarchy principle, multiplied by the weight of that principle; 1 point if it satisfies the linear order principle; and so forth.)
3. Pick the reading with the highest score.

This strategy is potentially subject to combinatorial problems, but in practice only a few readings at a time would ever be generated by TEAM, due to the nature of the interaction with the system (a transportable interface to data bases). The real problem for this approach to scope disambiguation derives from the lack of any theoretical understanding of the nature of the scope disambiguation process: without such an understanding, the designers have no way of choosing among the many existing principles, or of assigning them a relative weight, except by trial and error. After the designer of a system has spent a long time choosing the principles and fine-tuning their relative weights so as to get the correct predictions for the training corpus, there is no guarantee that the principles or the weights used for one application will give good results when different data, a different domain, or a different kind of interaction are considered.43

1.3.6 Kurtzman and MacDonald’s Experiments

Luckily, some insights into the workings of the scope assignment process can be obtained by the one study in the recent psycholinguistic literature concerned with scope disambiguation. This study was conducted by Kurtzman and MacDonald (henceforth K&MD), who, like van Lehn, set out to test the predictions of the scope disambiguation principles proposed in the literature, but relied on the experimental techniques developed in the psycholinguistic literature to get a better control of the experimental setting [Kurtzman and MacDonald, 1993].

Kurtzman and MacDonald designed their experiments so as to test the predictions of the Linear Order Principle, the C-Command Principle, one of the two principles proposed by Ioup (Grammatical Function Hierarchy), and of two principles not explicitly proposed in the literature but consistent with observations made elsewhere, namely, the topic principle according to which topics tend to take wide scope, and the thematic hierarchy principle according to which NPs that fill roles higher in the thematic hierarchy [Jackendoff, 1972; Grimshaw, 1990] are more likely to take wide scope.44

In K&MD’s experiments, subjects sitting in front of a computer terminal, after pressing the space bar, were presented with a first sentence, the quantified phrase, that contained two quantifiers. This sentence would then disappear when the subjects pressed the bar again, to be replaced by a second sentence, the continuation, chosen in such a way as to be easier to interpret if one of the interpretations was assumed (an example of quantified phrase and two continuations is shown in (1.54)). The subjects had to decide whether the continuation was plausible, given the context provided by the quantified phrase. An interpretation was considered preferred when the percentage of subjects finding the continuation consistent with that interpretation plausible was larger than 50% and significantly larger than the percentage of subjects that found the other continuation plausible.

(1.54) Every kid climbed a tree.

(1.55) a. The trees were full of apples.
   b. The tree was full of apples.

Kurtzman and MacDonald ran four experiments each of which involved around 40 subjects. Each subject was presented with both ambiguous and unambiguous quantified sentences, e.g., “Every kid climbed the same tree” or “Every kid climbed a different tree” would be used in addition to “Every kid climbed a tree”. Other variables tested in all experiments were the influence of the quantifier order (e.g., “A kid climbed every tree.”) and of the choice of predicate: both ‘action’ and ‘perception’ predicates such as “see” were used. In the first experiment, active sentences were used; in the second, passive sentences; in the third and fourth experiments, one of the quantifiers was embedded in a clause modifying the other quantifier, as in “a picture of every admiral”.

K&MD found, first of all, that in a number of cases a continuation was clearly preferred over the other. For example, they found that indeed there was a preference for the subject in active sentences to take wide scope. Interestingly, the preference was stronger when the quantified phrase was of the form “A P R’ed every Q”, such as “A boy climbed every tree”, than when it had the form “Every P R’ed a Q”45, contrary to what Ioup’s version of the quantifier hierarchy would predict.46

In fact, the second important finding of Kurtzman and MacDonald was that all of the principles they looked at were subject to exceptions; for every principle proposed in the literature they found cases in which the preferences of their subjects were in disagreement with the predictions of the principle. This is important because claims have been made in the literature

43 Usually, more many than those just discussed: see, e.g., [Moran, 1988].
44 The abduction method developed by Hobbs and colleagues [1990] and the Bayesian Nets technique for language interpretation proposed by Chamiak and Goldman [1988], although more elegant than the procedure just described, are based on the same principle and therefore are subject to the same criticism.
45 The notion of thematic role, as well as the thematic hierarchy, are discussed in more detail in Chapter 6.
46 In this case, 85% of the subjects found plausible the continuation consistent with the reading in which the subject NP took wide scope, while only 25% of the subjects found plausible the one in which object NP took wide scope.
47 The percentages in this case were 75% and 35%, respectively.
48 Kurtzman and MacDonald tentatively propose a single reference principle to account for these data, according to which an indefinite in subject or topic position is immediately interpreted. See below.
that these principles made sentences unambiguous. For example, K&MD observed a preference for the embedded NP in a complex nominal to take wide scope: the preferred reading of (1.56) would thus be the one in which “an admiral” takes wide scope over “each picture”. This result is not predicted by any of the principles tested by Kurtzman and MacDonald.\footnote{Examples like (1.56) were considered by May in his thesis [1977] and by Reinhart [1983].}

\begin{equation}
(1.56) \quad \text{George owns each picture of an admiral.}
\end{equation}

Agentivity appeared to affect the preference for subjects in active sentences to take wide scope. The preference was stronger when the subject of the verb had the characteristics of an agent, as in (1.57a), than when it had the characteristics of an experiencer, as in (1.57b).\footnote{While in the first case the preferences for the two readings in which the universal NP and the indefinite NP take wide scope were 77% and 37%, in the second case the preferences were 75% and 67%, respectively.}

\begin{equation}
\begin{aligned}
(1.57) & \quad \text{a. Every kid climbed a tree.} \\
& \quad \text{b. Every kid saw a tree.}
\end{aligned}
\end{equation}

Finally, K&MD observed a clear contrast between active and passive sentences. While their subjects showed a preference for the reading of active sentences such as (1.58a) in which the subject NP takes wide scope, no such preference was observed for the passive version of the same sentence.\footnote{The percentages of subjects finding the first and second reading plausible were 57% and 55%, respectively. Interestingly, about the same percentages were observed when an indefinite NP occurred in subject position. This result casts some doubt on the single reference principle proposed by Kurtzman and MacDonald to account for the disparity observed in active sentences.}

\begin{equation}
\begin{aligned}
(1.58) & \quad \text{a. Every writer wrote a book.} \\
& \quad \text{b. A book was written by every writer.}
\end{aligned}
\end{equation}

Most interesting is Kurtzman and MacDonald’s account of this contrast: they do not propose a new ‘principle’ to account for these data, but argue that what’s being observed is a conflict between two principles: a principle assigning wide scope to subjects and the principle assigning wide scope to agents. Although Kurtzman and MacDonald do not mention it, further support to this proposal is provided by well-known data about passives found in the literature, sentences such as (1.59). The main predicate in these sentences is stative, which means that no conflict of the type observed by Kurtzman and MacDonald in sentences such as (1.58b) should be observed; in fact, the reading were the subject NP takes wide scope is much preferred:

\begin{equation}
\begin{aligned}
(1.59) & \quad \text{Two languages are spoken by everyone on Cormoran Islands.}
\end{aligned}
\end{equation}

Kurtzman and MacDonald caution against reading too much into their results. They argue that the factors that determine the choice of the preferred reading cannot be identified on the basis of their data alone ([1993], p.40). One should also keep in mind that only sentences with ‘simple’ quantifiers such as “every” and “a” were considered. Nevertheless, their results lead to a perspective on the factors affecting scope disambiguation that is rather different from those proposed in the previous literature. According to this new view, the ‘principles’ are always active, but they behave as \textit{prioritized defaults} that may be overridden by stronger defaults or originate conflicts with defaults with the same strength. Kurtzman and MacDonald also hypothesize that “…processes that are not strictly dedicated to the interpretation of scope relations may nonetheless influence the interpretation of quantifier scope ambiguities.” ([1993], p.22). This observation is motivated by their results about the significant difference in preference for the subject NP to take wide scope between the case in which the subject NP is indefinite and the case in which it is an every-NP. The theory of scope disambiguation and discourse interpretation I propose is based on these ideas.

As far as the disambiguation factors themselves are concerned, three main facts emerge from K&M’s experiments: the preference for subject NPs to take wide scope in active sentences, the role played by agentivity, and the little evidence for a Linear Order principle.\footnote{K&M found a further set of examples problematic for this proposal besides those mentioned by loup, namely, the examples with a quantifier embedded in a complex nominal like (1.56).}

Kurtzman and MacDonald conclude that “…the results leave open the question of whether the building and selection of representations of scope are mandatory processes” ([1993], p.45).

\subsection*{1.3.7 Summary}

Let me summarize briefly the material presented in this section. Certain facts about scope disambiguation have been repeatedly observed looking at sentences in isolation. Both formal and informal experiments have been conducted; these experiment, besides confirming the impact of constraints on quantification such as the Scope Constraint, also verified that at least the following factors seem to play a role:

1. a preference to assign subjects wide scope over their clausemates in active sentences;
2. a preference for NPs that denote agents of events to take wide scope;
3. a preference for definite NPs to take wide scope, and for indefinite NPs in object position to take narrow scope;
4. the distributive hierarchy observed by van Lehr.

The experiments of Kurtzman and MacDonald also give us insight in the way some of these ‘principles’ appear to operate. They seem to behave like defaults, in the sense that they apply unless they are overridden by stronger defaults or generate a conflict with another default with the same strength.

\subsection*{1.4 SCOPE DISAMBIGUATION IN CONTEXT: THE TRAINS DIALOGUES}

An account of discourse interpretation processes such as scope disambiguation must ultimately be rooted in the analysis of natural language conversations. In this section, I supplement...
the results presented in the previous section with an analysis of the scoping preferences that can be observed in a corpus of spoken dialogues. The data I used to study the scoping behavior of operators in context are the conversation transcripts contained in the TRAINS corpus collected at the University of Rochester, in particular, the transcripts described in [Gross et al., 1993]. Of course, studies limited to one class of conversations have to be taken with a grain of salt; for this reason, I discuss here only those scoping preferences that are most clearly supported by the data and are most consistent with what is known about discourse interpretation.

1.4.1 The TRAINS Corpus

The aim of the TRAINS project [Allen and Schubert, 1991; Traum et al., 1994] is to study task-oriented spoken language conversations. To make things more concrete, a TRAINS domain has been introduced: the conversations we study take place between a railway manager (the user) whose task is to transport goods such as orange juice by train between cities of upstate New York, and an assistant (the system) whose task is to help the user in developing a plan. An example of the kind of task the user has to develop plans for is given in (1.60).

(1.60) I have to get one tanker of orange juice to Avon, and a boxcar of bananas to Corning, by 3pm.

The work on TRAINS is driven by the study of transcripts of recorded conversations. The ‘user’ and the ‘system’ participating to these conversations are separated by a wall, and communicate via microphones and headphones; each of them has a copy of the map in Fig. 1.1.

An example of an unedited transcript is shown in Fig. 1.2. At the current stage, the work on TRAINS is mostly based on edited transcripts such as the one in (1.61). The user’s utterances are marked with ‘U’, the system’s utterances with ‘S’.

![Figure 1.1: The map used by the participants in the conversation.](image)

One of the goals of the TRAINS project is the development of a natural language understanding system whose capabilities should match those of the human ‘systems’ that participate in these conversations. So far, four prototypes have been developed, one per year starting in 1990; the TRAINS-93 prototype will be described in some detail in Chapter 7.

1.4.2 Operators in the TRAINS Corpus

The first fact to emerge from an analysis of the TRAINS corpus is the existence of a mismatch between the literature on scope and the data one can find in the corpus. While the literature on scope reviewed in §1.3 concentrates on quantifiers, very few instances of use of quantifiers other than definite and indefinite NPs can be found in these conversations. The scopal ambiguities observed in the TRAINS dialogues are originated by definite and indefinite NPs, tense, modals, negation, connectives, and wh-phrases.

The use of operators in the TRAINS conversations is summarized in the tables 1.1-1.4.
Speaker: Utterance

1.1 U: okay, the problem is we better ship a boxcar of oranges to Bath by 8 AM.

2.1 S: okay.

3.1 U: now... umm... so we need to get a boxcar to Corning, where there are oranges.

3.2 : there are oranges at Corning, right?

4.1 S: right.

5.1 U: so we need an engine to move the boxcar, right?

6.1 S: right.

7.1 U: so there's an engine at Avon, right?

8.1 S: right.

9.1 U: so we should move the engine at Avon, engine E, to... (inc)

10.1 S: engine E1

11.1 U: E1.

12.1 S: okay

13.1 U: engine E1, to Bath, to (inc)

13.2 : or, we could actually move it to Dansville, and pick up the boxcar there.

14.1 S: okay

15.1 U: um and hook up the boxcar to the engine, move it from Dansville to Corning, load up some oranges into the boxcar, and then move it on to Bath.

16.1 S: okay.

17.1 U: how does THAT sound?

18.1 S: that gets us to Bath at 7 AM, and... (inc)

18.2 : so that's no problem.

19.1 U: good.

20.1 S: ok.

Figure 1.2: An unedited TRAINS transcript.

Table 1.1: Determiners found in the TRAINS transcripts, June 6, 1991

| the | we have to get engines to the boxcars. |
| a/an | I have to ship a boxcar of oranges to Bath by 8 o'clock today. |
| all | while this is all happening... |
| everything | I don't even need to unlink everything |
| any | are there boxcars anywhere except at Bath? |
| | are there any oranges already in any of the boxcars? |
| | any suggestions? |
| | is it true that we don't have any orange juice made right now |

Table 1.2: Connectives found in the TRAINS transcripts, June 6, 1991

| present | one boxcar of oranges makes one tanker car of orange juice |
| | so we want until 8 AM, we send E3 to Corning and then to Dansville to pick up the boxcar |
| don't | oh, we don't want a tanker car, do we? |
| | why don't we pick the one up at Dansville, that seems to be the next closest one. |
| | we don't get to Avon until 4 pm. |
| does | and where does that have to go... to Avon. |
| past | okay I all right I misunderstood. |
| did | in fact, what did I say, did I say uh, did I send a boxcar from Bath to Corning? |
| didn't | yes, all right I didn't see that boxcar. |
| future | now let's see if the banana problem is going to conflict with any of this. |
| can | okay, I can make a whole plan at this point, right? |
| can't | you can't have two trains running on the same track. |
| could | um, we could do that, but the problem is... |
| couldn't | we couldn't send it |
| have to | we have to get one tanker car of orange juice to Avon. |
| should | oranges should be shipped as quickly as possible |
| wanna | and which route do you wanna take to Avon? |
| would | what would be faster, to send an engine from Elmira to one of the boxcars or from Avon? |

Table 1.3: Tense, auxiliaries and negation in the TRAINS transcripts, June 6, 1991
so, I think what we should do is hook up uh one of the engines at Elmira. what time do we get to Dansville? when the OJ is ready you load it up into the tanker car and bring it back to Corning.

when we do have orange juice at Elmira? when we need to get a boxcar to Corning, where there are oranges.

H: and then where do we have to go with that?

which route do you wanna take?

which engine do you want?

which is the fastest route to Avon?

instead of tending taking E1 to Dansville, which is where we go / had it before, ...

how long is it from Corning to Dansville, where there’s that other boxcar?

| what | so, I think what we should do is hook up uh one of the engines at Elmira. what time do we get to Dansville? when the OJ is ready you load it up into the tanker car and bring it back to Corning. when we do have orange juice at Elmira? when we need to get a boxcar to Corning, where there are oranges. when do we go / had it before, ...
| when | so we need to get a boxcar to Corning, where there are oranges. which route do you wanna take? which engine do you want? which is the fastest route to Avon? instead of tending taking E1 to Dansville, which is where we go / had it before, ...
| where | ... so, I think what we should do is hook up uh one of the engines at Elmira. what time do we get to Dansville? when the OJ is ready you load it up into the tanker car and bring it back to Corning. when we do have orange juice at Elmira? when we need to get a boxcar to Corning, where there are oranges. when do we go / had it before, ...
| which | which route do you wanna take?
| how | how long is it from Corning to Dansville, where there’s that other boxcar?

### Table 1.4: Wh-phrases in the TRAINS transcripts, June 6, 1991

#### 1.4.3 The Scope of Definite Descriptions

The determiner “the” is the fourth most common word in our dialogues and by far the most important disambiguating factor one can observe in the TRAINS corpus is the tendency of definite descriptions to take wide scope, which is consistent with van Lehn’s observations. A clear contrast between the scoping of definites and the scoping of indefinites can be observed:

(1.62)  

a. We need to send an engine to Corning.

b. We need to send the engine to Corning.

In (1.63) and (1.64), the definite NPs “the warehouse” and “the engine” take wide scope over the modals “need” and “should”, respectively:

(1.63) we need to send uh a boxcar to the warehouse and an engine to the warehouse.

(1.64) we should get the engine to pick up the boxcar and head for Corning.

In (1.65), the definite takes scope over a wh-phrase:

(1.65) Where are the bananas?

#### 1.4.4 The Scope of Modals

Equally clear is the preference for modals not to take wide scope with respect to definites, but wide scope with respect to indefinites. A typical example is (1.66):

(1.66) We should hook up an engine to the boxcar at Avon.

The preference for modals to take wide scope over indefinites is not affected by the syntactic position of the indefinite, as shown by (1.67). (It should be noted that virtually no indefinite in our dialogues is specific.)

(1.67) An engine should get to Corning to pick up the boxcar.

An interesting interaction with purpose clauses is shown in (1.68):

(1.68) We should send an engine to Corning to get the boxcar.

The adverbial may either express the purpose of the action of sending an engine to Corning, or the purpose of the necessity statement.

#### 1.4.5 Syntactic and Semantic Constraints

At least two kinds of constraints operate in the TRAINS dialogues. First of all, there is a Scope Constraint effect preventing a modal appearing in one conjunct of a coordinated structure to take scope over the other conjunct. An example is sentence (1.69), that does not have a reading in which the modal in the first sentence, “can,” takes scope over the whole coordinated structure.

(1.69) We can go via Dansville back to Corning and that’s perfectly compatible with our other little plan.

We also find instances of a constraint observed by Milsark [Milsark, 1974] (reported in Heim, [1987]), who observed that indefinites in post-copular position in there-insertion sentences cannot take scope outside their clause.

(1.70) There is a book for everyone.

(1.71) John believes that a thief is in his apartment.

(1.72) John believes that there is a thief in his apartment.

In our dialogues we can find examples as in (1.73):

(1.73)  

a. I believe that there is a tanker car already there.

b. I think there’ll be no problems with that.

c. There isn’t a boxcar at Avon.

#### 1.4.6 Further Observations

In conclusion, I mention a fact discovered while examining the corpus, that, although not addressed in this dissertation, has nevertheless affected some of the technical solutions. Consider the fragment in (1.74). The modal “could” in 1.3.2 ‘takes scope’ over the indefinite “some oranges” in 1.5.3, that is part of a separate utterance. Conversely, the indefinite “the engine” in 1.5.3 ‘takes scope’ over the modal. This indicates that scope interpretation in our dialogues has to be addressed at a level in which a distinction is made between sentences and the utterance events that, once combined, result in these sentences. The model of interpretation I propose in the dissertation has been developed with this kind of problems in mind.
9.1 U: so we should move the engine at Avon, engine E, to (inc) (inc)
9.2 S: engine E1
10.1 U: E1.
10.2 S: okay
11.1 U: E1.
12.1 M: engine E1, to Bath, to (inc)
13.1 or, we could actually move it to Dansville, and pick up the boxcar there
13.2 S: okay
14.1 U: um and hook up the boxcar to the engine,
15.1 move it from Dansville to Corning,
15.2 load up some oranges into the boxcar,
15.3 and then move it on to Bath.
16.1 S: okay.

1.5 OVERVIEW OF THE PROPOSAL

1.5.1 Recapitulation

I began this chapter by trying to answer a question that, surprisingly enough, is not usually addressed in work on discourse interpretation: what does the Combinatorial Explosion Paradox tell us about the way humans go about interpreting utterances? The answer I gave was centered around the distinction between semantic ambiguity and perceived ambiguity, and consists of two hypotheses about the way humans do discourse interpretation: the Underspecification Hypothesis—humans are able to represent semantic ambiguity implicitly—and the Anti-Random Hypothesis—although humans usually attempt to resolve ambiguity, they do not do so by randomly generating alternative interpretation or ‘logical forms’: those interpretations are only generated that are suggested by context or by discourse interpretation procedures.

Having thus clarified my assumptions about discourse interpretation, I turned to the specific discourse interpretation process I am concerned with, scope disambiguation. Reviewing the literature on scope disambiguation, I noted that, while a certain number of facts about scope disambiguation have been observed with some consistency—the important role played by constraints, the preference for subjects in active sentences to take wide scope, the tendency of certain quantifiers to take wider scope than others, and in particular the tendency of de®nites to take wide scope—the picture of scope disambiguation that emerges from this work is far from coherent. What is known is formulated as a set of stipulated and largely unrelated ‘principles,’ whose interaction hasn’t been thoroughly studied. This lack of understanding is re¯ected by the way scope disambiguation is done in NLP systems, where the scope disambiguation principles proposed in the literature are used as scoring factors; both the choice of some principles rather than others, and their relative weight, are determined by trial and error.

I then argued that further insights about the nature of disambiguation principles, and especially about their interaction, can be obtained from Kurtzman and MacDonald’s recent experiments, and by looking at the scope preferences one observes in actual conversations. The results of Kurtzman and MacDonald suggest that whatever the factors are that play a role in scope disambiguation, it is plausible to assume that they are always ‘active’ (e.g., it’s not the case that sometimes the principle that results in subjects taking wide scope operates, whereas at other times it doesn’t), but they behave like prioritized defaults, in the sense that they can be overridden by defaults with higher priority, and originate con®icts with defaults with the same priority.

Data about scope preferences in naturally occurring conversations was obtained by examining the transcripts of the TRAINS corpus. Besides con®rming the importance of constraints and the tendency of de®nites to take wide scope observed in the literature, my analysis showed that modals tend to take wide scope over inde®nites.

1.5.2 Discourse Interpretation as Inference over Underspeci®ed Representations and the DRS Construction Algorithm

If the Underspecification Hypothesis and the Anti-Random Hypothesis are correct, then the inferences that humans make during discourse processing must not require a preliminary step in
which an unambiguous representation is obtained by random guessing. Some of these inferences must rely only on the kind of information provided by underspecified representations.

In other words, discourse interpretation must have some of the characteristics of the DRS construction algorithm proposed in Discourse Representation Theory (DRT), a theory of discourse interpretation developed by Kamp and associates [Kamp, 1981; Kamp and Reyle, 1993]. The goal of the algorithm is to construct Discourse Representation Structures (DRSs) out of sentences. According to this theory of discourse processing, discourse interpretation begins when the s-structure of the sentence whose interpretation has to be computed is added to the common ground; this new element of the common ground is called an uninterpreted condition. Model Construction Rules (this term is mine) can then apply; these are rewriting rules that replace the uninterpreted condition with one that is less ambiguous.

Consider for example the sentence “Every kid climbed a tree.” According to the DRT construction algorithm, the first step of interpretation is to add to the common ground the underspecified representation of the sentence, that in DRT is its s-structure. The common ground itself is a Discourse Representation Structure, an object that consists of a set of discourse markers and a set of conditions represented as a ‘box’. The result of this initial step of interpretation is shown in (1.75).

The DRS in (1.75) is the preliminary ‘partial hypothesis’ about the sentence. Now the model construction rules may apply; in this case we have a choice between applying the rule for indefinites or that for universally quantified NPs. Both of these rules are ‘triggered’ by the occurrence of a certain syntactic pattern in a DRS, and perform two tasks: adding some material to the common ground, and/or rewriting the current partial hypothesis. Say that the rule for indefinites applies first: this rule adds a new discourse marker to the DRS containing the pattern that triggered the rule, and rewrites the pattern so that the partially disambiguated representation in (1.76) is obtained. This new DRS consists of a new discourse marker, \( \pi \), and two conditions: one to the effect that \( \pi \) has the property of being a tree, while the other is an uninterpreted condition obtained by replacing the \([\text{NP} [\text{Det} \text{ a}] \text{NP tree}]\) with the new marker \( \pi \).

DRT provides an elegant example of underspecified representation and of operations on underspecified representations. The format used for underspecified representations is suited to capture syntactic constraints, and a representation for ‘partially disambiguated hypotheses’ (DRSs containing an uninterpreted condition) is also given. Kamp and Reyle’s book contains the most detailed analysis currently available of the operations on underspecified representations that lead to a disambiguated interpretation.

The discourse interpretation procedure developed in DRT does not take into account the problem of ambiguity in natural language, which is not surprising, as that was not one of its goals. No provision is made in DRT to account for the difference between semantic and perceived ambiguity, and indeed there is no way to capture perceived ambiguity. No constraints on disambiguation are specified in DRT: the DRS construction algorithm is supposed to generate all of the alternative readings of a sentence, therefore it is intentionally designed in such a way as to suffer from combinatorial explosion. Uninterpreted conditions have in DRT the same status that underspecified interpretations had in early NLP systems: they are treated as uninterpreted representations and do not reflect a commitment to any particular theory of semantic ambiguity.

In other words, one can’t just take DRT as it is and get a theory of surface discourse interpretation that gives a satisfactory treatment of ambiguity. Nevertheless, as I’ll show in the rest of the dissertation, the standard version of the algorithm can be modified to yield a theory of discourse interpretation consistent with the hypotheses discussed in this chapter. The rule format developed by Kamp and Reyle to describe discourse processes such as tense interpretation can be used to formalize the other aspects of discourse interpretation, such as scope disambiguation. I will also show that DRT’s ‘uninterpreted conditions’ can be replaced by underspecified representations that do represent a commitment to a particular theory of semantic ambiguity and for which an interpretation can be provided, while at the same time maintaining the basic form of the algorithm. I will call these representation logical forms. Logical forms codify both information about the s-structure of an utterance and information about the semantics of its elements; they can be represented as s-structures whose leaves consist of the semantic translation of lexical items and/or functional categories. The logical form for the sentence “I can’t find a piece of paper” is shown in (1.77).
I’ll conclude by adding that my decision of using DRSs as representations also has a pedagogical motivation, namely, the desire to give a graphical representation to my intuition that the scope preferences observed in the literature are not obtained by choosing between permutations of operators at logical form, but rather by building descriptions of situation types and establishing dependency relations among them.\(^{55}\) I believe that the main reason why we don’t have a good theory of scope disambiguation is because, so far, people working on scope interpretation have made the mistake of focusing on scope as a structural relation between operators in logical forms, instead of looking at what the semantic notion of scope is an abstraction of. In part because of the influence of work on scope in the generative tradition, the emphasis has been on methods of scope interpretation based on logical form manipulation, which almost unavoidably led to algorithms suffering from combinatorial explosion problems.

1.5.3 Contextual Interpretation and Scope

Let us now return to the scoping preferences observed in the TRAINS corpus. Should we attempt to account for those by stipulating a couple of additional disambiguation principles? I believe that no new principles are necessary; in fact, I believe that the facts observed in the TRAINS conversations may be the basis for a theory of scope disambiguation that reduces the ‘principles’ observed in the literature to facts about discourse interpretation.

First of all, I’ll note an interesting correlation that can be observed in these conversations. The operators for which clear scoping preferences exist (definites and modals) share two important properties: (i) the meaning of both definites and modals is in part determined by context, and (ii) in the TRAINS dialogues, appropriate values for these context-dependent aspects of interpretation are very salient. On the other hand, the NPs which tend to take narrow scope (indefinites) do not tend to receive context-dependent interpretations such as specific interpretations.

That definites are context-dependent is generally accepted; in fact, this is taken by many (e.g., Heim [1982] or Hawkins [Hawkins, 1978]) to be their defining property. Most definites in the TRAINS conversations are either anaphoric or referring to the ‘visual situation’ shared by the participants in our conversations, namely, the map (see §1.4). These kinds of references can be interpreted easily, and anyway we know from work by Crain and Steedman and Altmann and Steedman that definites are usually interpreted early, so early in fact that their interpretation may even affect parsing [Crain and Steedman, 1985; Altmann and Steedman, 1988].

While the hypothesis, formulated by Kratzer [Kratzer, 1977; Kratzer, 1981], that the meaning of modals is context-dependent is not as universally accepted as the hypothesis that definites are, this hypothesis nevertheless provides the most reasonable explanation of the fact that modal expressions such as “must” may have a potentially infinite number of interpretations, of which the traditional deontic and epistemic interpretations are only two examples. (1.78a) and (1.78b) are examples of a deontic and epistemic reading of a modal: in (1.78a) the modal “must” is interpreted deontically—the interpretation of the sentence is something like “In all worlds that behave according to the customs of the Maori, all children learn the name of their ancestors”—while the interpretation of “must” in (1.78b) is epistemic: the sentence means something like “In all worlds that are consistent with what we know, the ancestors of the Maori arrived from Tahiti.” Kratzer notes, however, that additional interpretations are available: (1.78b), for example, although also interpreted deontically, now refers to the US customs: that sentence can be paraphrased as “In all worlds that behave according to the US customs, the children go to school until eight grade.”

\[(1.78)\]
\[
a. \text{All Maori children must learn the names of their ancestors.} \\
b. \text{The ancestors of the Maori must have arrived from Tahiti.} \\
c. \text{All US children must go to school until eight grade.}
\]

Kratzer argues that modals are not ambiguous, but have a context-dependent meaning. Much as when interpreting a quantifier the domain of interpretation has to be contextually restricted so that “Everyone is asleep” does not literally mean that every human being sleeps, when interpreting a modal a listener has to identify its modal base—the set of worlds over which that modal quantifies. In the case of (1.78a), for example, the modal base is the set of situations consistent with the customs of Maori.

As it happens, in the TRAINS conversations the modal base with respect to which modals have to be interpreted is always very clear: it’s the set of worlds that are consistent with the plan being elaborated by user and system. This modal base is so salient, in fact, that virtually every modal in the corpus is interpreted with respect to the plan.

So, two of the operators that tend to take wide scope in the TRAINS conversations have a context-dependent aspect that can be resolved very easily in these conversations. By contrast, one can see that indefinites, that usually take narrow scope in the TRAINS conversations, are never interpreted specifically, because in the TRAINS domain boxcars, engines and tanker cars are all equivalent, so it’s highly unlikely that a listener will ever suspect that a speaker, when using the indefinite NP “a boxcar,” refers to a specific boxcar.

It is natural, then, to advance the hypothesis that ‘scope assignment’ depends on discourse interpretation, at least as far as definites, indefinites and modals are concerned: in a DRT-like framework, we can formulate this claim as the hypothesis that whether or not the model construction rule for an operator applies depends on the results of discourse interpretation:

**Condition on Scope Disambiguation (CSD):** The resolution of the contextual component of an operator’s meaning takes place before its ‘scope’ has been determined. The model construction rules that specify the contribution of an operator to the common ground apply if, and only if, the contextual aspects of an operator’s meaning have been determined.

As this idea plays a central role in the dissertation, it is worth illustrating it with a couple of examples. Consider first of all the case of modals taking scope over indefinites, illustrated by (1.79):
(1.79) An engine must go to Avon.

According to Kratzer’s theory, this sentence, prior to the determination of the modal base, has the following truth conditions: the sentence is true in a situation if all situations that are part of the modal base determined by that situation can be extended into situations in which an engine goes to Avon. The underspecified representation/logical form for this sentence is shown in (1.80).\textsuperscript{15}

\begin{equation}
\lambda P \exists x \text{ENGINE}(x) \left( \lambda P \lambda x \text{MUST}(x, k) \right) \left( \lambda s' \left[ \left[ s \right] R(K'(P(x))) \right] \right)
\end{equation}

The interesting aspect of the representation in (1.80) is that the translation of the lexical item “must” includes a parameter $k$. The presence of a parameter in the interpretation of a lexical item indicates that some aspect of that interpretation has not been resolved yet; in this case, what still has to be determined is the modal base of “must,” translated in (1.80) as a function from properties $P$ to properties true of an object $x$ iff all situations that are an instance of the situation type $k$ (yet to be determined) include a subsituation $s'$ that is an instance of the kind of situation in which $x$ has the property $P$. The indexical constant $s'$ refers to the situation at which an expression is evaluated. (The representation is presented in more detail in Chapter 4, while the translation of modals is discussed in detail in Chapter 5.)

This logical form is the starting point for discourse interpretation. Because the plan (a situation kind, as discussed extensively in §6.1.2) is very salient in the TRAINS conversations, the hypothesis immediately suggests itself that the plan should serve as the modal base for the modal “must”. Once this assumption is made, the model construction rule for modals is licensed; this rule, much as the rule proposed in standard DRT, results in the partially disambiguated interpretation in (1.81), where the modal takes scope over the indefinite, that has not been interpreted. In fact, no further disambiguation is needed, because the logical form in (1.81) is equivalent to the interpretation that would be obtained if the existential were to be rewritten in the standard DRT fashion. The representation in (1.81) can be paraphrased as follows: all situations that are an instance of the plan contain a subsituation $s$ such that an engine goes to Avon in that situation. This is the interpretation consistent with the preferred scope.

\begin{equation}
\lambda s \left[ \left[ s \right] R(K'(P(x))) \right]
\end{equation}

In the case of definites, I assume, following Hawkins [Hawkins, 1978], that the contextually dependent aspect of their meaning is their resource situation—the set of objects in the common ground from which the referent of the definite description is selected. The logical form of the sentence “I don’t see the engine” is shown in (1.82): the translation of the definite “the engine” is the set of properties that hold of the denotation of $x$, an object that is in an engine in the resource situation $\lambda$, yet to be determined.\textsuperscript{17}

\begin{equation}
\lambda P \exists x \text{ENGINE}(x) \left( \lambda P \lambda x \text{SEE}(x) \right) \left( \lambda s \left[ \left[ s \right] R(K'(P(x))) \right] \right)
\end{equation}

The discourse processes that interpret definite descriptions, just as the processes for interpreting modals, operate on the basis of the current context and the information provided by this logical form and, in the case of a felicitous use of the definite description, result in an hypothesis about the resource situation.\textsuperscript{18} Once the contextually dependent aspect of the interpretation of definites has been resolved, the appropriate model construction rule may apply; the result is a partially disambiguated interpretation of the form in (1.83). This DRS is the scopally preferred interpretation of “I don’t see the engine.”

\begin{equation}
\lambda x \left[ \left[ x \right] \text{ENGINE}(x) \wedge x = \delta \right] \wedge \lambda P \left( P(x) \right)
\end{equation}

The point of these examples is to show that the facts about the scope of definites and modals in the TRAINS conversations can be explained without stipulating a principle stating that modals take wide scope over indefinites, and one saying that definites take scope over negation. In fact, I will show in Chapter 6 that, once analyses of definite description interpretation, modal interpretation, and tense interpretation are provided, we can get the most important scoping preferences observed in the TRAINS conversations without the need of stipulating any such principles. The only other factors that seem to play a role, besides the Condition on Scope Disambiguation seen above, are constraints on model construction rules preventing the generation of interpretations that violate the definiteness restriction and the island constraints.

\textsuperscript{15} The analysis of indefinite NPs and modals in terms of existential quantification will be replaced by one based on DRSs in Chapter 5.

\textsuperscript{17} The representation assumed here for definites is the one used in DRT, where definites and indefinites introduce free variables—‘discourse markers’—in the representation. In (1.82), $s$ is a discourse marker.

\textsuperscript{18} I am assuming here the theory of definite description interpretation proposed in [Poesio, 1993], described in §6.5.
1.5.4 The Results of Kurtzman and MacDonald, Revisited

Does the hypothesis that scope disambiguation is driven by discourse interpretation processes that have nothing to do with ‘scope’ hold when operators other than definites, indefinites and modals are concerned? In particular, what happens with quantifiers? Where do the preferences observed in the literature come from?

I propose that the scope preferences discussed in §1.3, as well, can be explained as the result of discourse interpretation processes. I shall concentrate on the data discussed by Kurtzman and MacDonald. As you may recall, they observed that subjects tend to take wide scope in active sentence, especially if the verb requires an agent; and that in passives, no preference can be observed, concluding that at least two different factors were at play. I propose that these preferences, as well as the existence of a conflict, can be made to derive from what we already know about discourse interpretation. I am referring in particular to the following two hypotheses about discourse interpretation:

- A person, upon reading or hearing a sentence, tries to identify the part of that sentence that is given and the part that is new; in the absence of an already established context, this partitioning process is driven by information provided by commonsense knowledge and by the syntactic structure of the sentence [Clark and Haviland, 1977].
- A person is not only trying to establish a connection between the last sentence and the previous context; he or she is also concerned with building a description of the situation described or desired. This is done by associating predicates with their arguments, a process called argument selection in which ‘thematic’ information plays an important role [Jackendoff, 1972; Dowty, 1989; Dowty, 1991; Grimshaw, 1990].

It should come as no surprise to those who believe in Grice’s Relevance maxim [Grice, 1967] that well-constructed utterances should consist of a part that establishes a connection with the existing discourse, and of a part that provides new information [Clark and Haviland, 1977]. Language provides tools for indicating what’s given and what’s new in a sentence: for example, a question like “Who broke the window”, that creates a context in which the occurrence of an event of breaking the window is established, and in which new information is explicitly requested, can be felicitously answered by means of (1.84b) or (1.84d), but not by using (1.84c) or (1.84e).

(1.84) a. A: Who broke the window?
   b. B: It is John who broke the window.
   c. B: #It is the window that John broke.
   d. B: JOHN broke the window.
   e. B: #John broke THE WINDOW.

The given/new structure of a sentence can be explicitly indicated by using it-cleft clauses of the form “It is ... that ...” such as (1.84b), where the material in the it-cleft clause is new; or by using focal stress as in (1.84d), where the stressed elements of the sentence (in capital letters) are again interpreted as new information; or by using fronted PPs, where the material in the fronted PP is taken to refer to given or background information relative to the rest of the sentence [Clark and Haviland, 1977; Prince, 1981; Delin, 1989]. A weaker indication of the way a sentence is split in given and new information is provided by the subject/predicate split: subjects are typically taken to indicate given information, whereas the rest of the sentence is usually taken to provide new information [Clark and Haviland, 1977].

We can arrive at the relation between the given/new partition and scope if we keep in mind that the semantic notion of ‘scope’ is really meant to capture semantic dependency: if item A is ‘in the scope’ of item B, then the interpretation of A is (or may be) affected by the interpretation of B; A depends on B. On the other hand, the interpretation of new information depends on the rest of the context, that is, on what’s given; we predict therefore that the part of a sentence’s information that is inferred to be ‘given’ will ‘take scope over’ (will be independent from) the part that’s ‘new’.

We have already seen an example of construction that supports this prediction, definites; definites are ‘given by construction’ and therefore their interpretation is usually independent from the interpretation of the rest of the sentence. Of the other constructions that explicitly mark the given/new partition in a sentence, one (it-cleft constructions) doesn’t allow the use of quantifiers in the cleft clause, presumably because of scope island constraints (compare “It is every kid that climbed a tree”). The effects of stress on scope are also difficult to quantify because of the overwhelming preference for interpreting stress contrastively in these constructions (compare “Every KID climbed a tree”). Both in the case of preposed PPs and in the case of subjects, however, the prediction that what’s given will ‘take wide scope’ over the rest of the sentence correlates well with the judgments found in the literature. (We have discussed the data about subjects extensively in §1.3.) The clearest examples of the effect of preposing on scope are those due to Reinhart [1983] discussed above: in (1.85a), both the reading in which “some reporters” takes wide scope and the reading in which “every town” does are available, although the first one is generally preferred; in (1.85b), only the second reading is available.

(1.85) a. Some reporters followed Kissinger in every town.
   b. In every town, some reporters followed Kissinger.

The effect of the given/new contract on scope can be understood more clearly once we spell out more in detail what it means for part of a sentence to be given information. This issue is discussed more in detail in Chapter 6, but it can be summarized as follows. Consider again the sentence “Every kid climbed a tree”, whose initial underspecified interpretation is shown in (1.86).

```
(1.86) NP  
     S -> V 
     VP  
     NP  

Λ P [x [KID(x)]] P(x)  
Λ P [x [TREE(x)]] P(x)  
```

A listener confronted with this sentence, and with no other information about what’s in the context, will have to make a more or less educated guess. On the basis of his or her knowledge about the way English sentences are structured, the listener is likely to conclude that the appropriate interpretation is one where the context includes a set of kids, and a property is predicated of these kids. In other words, the listener will add to his/her perspective on the common ground a statement to the effect that the speaker/writer is talking about a situation
which contains a set of kids, and this situation serves as resource situation for the quantifier “every kid.” What gets added to the common ground may be schematically represented as in (1.87), that may be paraphrased as follows: the existence of a situation OLD is hypothesized, about which we have the information that it contains a set X of kids (the notation T is to indicate predicates that denote sets of objects of type T is due to Link [1983]). This is the situation that the speaker is referring to when talking about “every kid”.

\[
\text{OLD} \quad X \\
\delta = \text{OLD} \\
\text{KID}('X')
\]

Now the model construction rule for universal quantifiers is licensed; the result is the partially disambiguated hypothesis in (1.88).

\[
\text{NEW} \quad X \\
\text{KID}('X')
\]

Before proceeding to the next discourse interpretation procedure, let me remark that the process just discussed is essentially a process of presupposition accommodation, closely related to the proposals of Hein [1983a] and van der Sandt [1990]. In general, it is one of the claims of this dissertation that some of the scope preferences observed in the literature may express judgments about dependency or independency of elements of a sentence’s meaning that are best captured not in terms of scope, but of other forms of dependency, such as presupposition.

Coming to the other discourse interpretation process I mentioned above, argument selection. I will first of all note that two hypotheses are usually made in the literature discussing the process by which the syntactic structures expressing a certain predication relation are generated. The first hypothesis is that the notion of thematic role [Gruber, 1965; Fillmore, 1968; Jackendoff, 1972; Jackendoff, 1983; Dowty, 1989; Dowty, 1991] plays an important role in this process. The second hypothesis is that certain roles are ‘more equal than others’: not only are there rules for mapping thematic roles into syntactic constituents or vice versa, there is an order in which this mapping occurs. This second hypothesis, motivated by data about passivization, reflexives, and the theory of control (see, for example, [Jackendoff, 1972; Nishiguchi, 1984; Dowty, 1991]), comes in various versions: some believe in the existence of a thematic hierarchy (e.g., [Jackendoff, 1972; Grimshaw, 1990]), while others simply propose that agents are ‘distinguished arguments’ [Koenig, 1993].

Whichever version of the theory is chosen, the hypothesis that the situation described by a sentence is constructed beginning with agents, if the verb is agentive and a proper filler can be found, besides giving us independent motivation for the preference for subjects of active sentences to take wide scope when the main predicate requires an agent, also provides us with an explanation both of the contrast between perception verbs and action verbs observed by Kurtzman and MacDonald, and of the contrast between actives and passives, since in the case of passives, the interpretations obtained by the process that identifies the given/new partition and assign arguments to predicate conflict.

The interpretation obtained for the sentence “Every kid climbed a tree” by the argument selection procedure is much the same as that obtained by the procedures that implement the given/new contract: the listener tries to identify the agent(s) of the sentence he or she hears or reads; if no context is provided, the subject obtains an interpretation by adding to the common ground a new set of objects of the appropriate type, and by establishing a relation between this set of objects and the resource situation of the NP in agent position.20

1.5.5 Interactions Between the Discourse Interpretation Procedures That Affect Scope and the Architecture of Discourse Interpretation

Kurtzman and MacDonald suggest a parallel architecture for discourse interpretation of the type displayed in Fig. 1.3, where all procedures for discourse interpretation (at least, all those at the same level, see below) simultaneously work off the initial underspecified representation. I also observed, discussing Kurtzman and MacDonald’s experiments, that their results seem to indicate that the processes involved in scope assignment appear to behave like defaults. The architecture in Fig. 1.3 is consistent with the perspective on reasoning by default found, for example, in Reiter’s Default Logic [Reiter, 1980]: according to this view, defaults behave like forward-chaining rules. Each hypothesis obtained by discourse inference corresponds to what

20The one factor that Kurtzman and MacDonald did not test in their experiments is the Quantifier Hierarchy. Their experiments, however, do seem to support van Lehn’s thesis that there are two distinct hierarchies, rather than Ioup’s proposal that only one quantifier hierarchy exists, as shown, for example, by their data about complex NPs. Of the two hierarchies proposed by van Lehn, the Specific/Non specific hierarchy was introduced to explain preferences that already follow from the model presented here without further stipulations. As far as the data that motivated the Distributivity Hierarchy are concerned, they are in part the result of the fact that NPs such as “each boxcar” or “every boxcar” semantically denote quantifiers (in DRT terminology, they introduce ternary operators into the common ground), while others, such as plural deﬁnites, denote sets or groups (the semantic translation of lexical items is discussed in Chapter 5) therefore do not generate dependencies when added to the common ground. The distinction between each-NPs and every-NPs is more difﬁcult to account for unless we have a good account of each-NPs, but the data are also much less clear, so I will leave this issue aside in this dissertation.
This perspective on discourse interpretation can be linked to the DRS construction algorithm by assuming that the hypotheses obtained during discourse interpretation are hypotheses about the state of the common ground—in DRT terminology, one would say that each hypothesis represents an alternative ‘root’ DRS. Discourse processes, formalized by DRT-like rules interpreted as default inference rules in Default Logic, result in new hypotheses about the common ground.

With the ‘parallel’ model of discourse processing depicted in Fig. 1.3 we can explain the contrast between active and passive agentive sentences as follows. In the case of active sentences such as “Every kid climbed a tree”, the process establishing the given/new partition of the sentence and the process determining the arguments of the \(CLIMB\) predicate, working in parallel, result in isomorphic DRS representations, as seen before. In the case of a passive sentence such as “A tree was climbed by every kid”, however, distinct hypotheses/extensions are obtained by these two processes: the DRS structure obtained by the argument selection procedure, isomorphic to the one obtained in the case of the active sentence, cannot be mapped into the DRS obtained by the given/new procedure, shown in (1.90). I propose that an ambiguity is perceived when discourse interpretation results in conflicting hypotheses.

![Diagram](image)

Even though discourse interpretation processes may run in parallel, a conflict is not always perceived. There are several reasons for this, one of which I have already discussed: distinct interpretive processes may result in isomorphic hypotheses, as we have seen in the case of active agentive sentences. A second reason why ambiguity may not be perceived is that, as I will discuss below, commonsense knowledge may intervene to filter out or rank the hypotheses resulting from discourse interpretation. There are also cases, however, in which the hypotheses that might result from discourse interpretation are equally plausible, yet no ambiguity is perceived. An example is provided by Reinhart’s example discussed above:

(1.85) In every town, some reporters followed Kissinger.

The syntactic structure of this sentence activates two different rules for partitioning a sentence in given and new information: the rule according to which the preposed PP is given information, and the rule according to which the subject NP is given information.

The latter rule, however, is less reliable than the first, and can be overridden in a number of ways, as we saw before discussing the effect of stress and it-clefts on the partitioning. In general, it’s not the case that all the rules involved in discourse interpretation have the same strength. This fact has been noted over and over again, by researchers studying all forms of discourse interpretation processes. To make just one example, it is known that conversational implicatures based on conversational maxims are usually drawn in natural language interpretation [Grice, 1967]. These implicatures can, however, be flouted for rhetorical purposes. So, on the basis of Grice’s axiom of Relevance, one can assume that the next utterance in a conversation is part of the current discourse segment. This implicature can, however, be flouted by explicitly signaling that the utterance is not part of the segment—e.g., using discourse signals such as “by the way” or “anyway” [Reichman, 1985; Schiffrin, 1987]. Flouting an implicature is an example of a weak rule based on expectations being overridden by a stronger rule.

The system of default inference we need is therefore one in which defaults are prioritized. We seem to need at least two classes of defaults, that I will call strong defaults and weak defaults. The interaction of strong defaults and weak defaults can be conceptualized as in Fig. 1.4. Strong defaults ‘apply first’ in the sense that weak defaults are taken into account only to the extent that they do not create a conflict with strong defaults.\(^{67}\) Strong defaults typically encode inference processes that occur early on or that are triggered by very specific information; e.g., it-clefts are a syntactic structure designed to provide information about what’s new in a sentence. Weak defaults typically encode expectations or less reliable inferences, e.g., the information that subjects usually are part of given information.

In the case of Reinhart’s example, we have a strong default (‘preposed PPs are part of the given information’) and a weak default (‘subject NPs are part of the given information’) interacting. We obtain an interpretation by first applying the strong default, then applying the weak default to the intermediate hypothesis obtained by the strong default.

1.5.6 Hypothesis Filtering and the Role of Commonsense Knowledge in Discourse Interpretation

Even if multiple extensions are obtained, a conflict need not necessarily be perceived, because commonsense knowledge intervenes to filter out some interpretations or rank one of

\(^{67}\)This priority of strong defaults over weak defaults may, but need not, correspond to a temporal priority: that is, strong defaults may, but need not, correspond to discourse processes that are triggered earlier on.
Besides its role in ranking and filtering hypotheses, commonsense reasoning (I am including inferences based on world knowledge here) plays at least two other distinct roles in discourse interpretation. One of these roles is to suggest certain interpretations. Consider the following example:

\[ (1.94) \text{ Every school sent the principal to the meeting.} \]

The preferred interpretation of this sentence is the one in which "the principal" is in the scope of "every school".\(^\text{41}\) The intuitive explanation for this preference is that the predicate "principal" is primed or in implicit focus in a context in which the predicate "school" has been used, and therefore the preferred interpretation is the one in which an association between the two NPs is established. Or consider again, instead, van Loo’s example:

\[ (1.95) \text{ Every researcher at Xerox PARC knows a Lisp dialect.} \]

For someone familiar with the work done at Xerox PARC in the Seventies, the preferred reading of this sentence is the one in which the indefinite "a Lisp dialect" is interpreted as specific, referring to Interlisp. Again, the intuitive explanation for this preference is that the concept of Interlisp is primed in a context in which the marker ‘Xerox PARC’ has been introduced, and therefore the indefinite “a Lisp dialect” can be linked to some object that is implicit in the context. That priming plays a role in interpretation has been established fairly securely in the psychological literature [Swinney, 1979; Tanenhaus et al., 1979; Hirst, 1987], and there are several proposals in the artificial intelligence literature discussing how to implement priming effects and use them for interpretation—be it in terms of spreading activation [Charniak, 1986; Hirst, 1987; Norvig, 1987] or, more recently, in terms of statistical association [Hindle and Rooth, 1993].

The third role of commonsense knowledge is to complete the hypotheses obtained by discourse interpretation. Knowledge about the domain must almost certainly include causal rules that specify the results of certain actions; these rules are used to ‘complete’ an interpretation (in the sense of Schank and Abelson [Schank and Abelson, 1977]), as well as to understand how the described actions ‘fit together’ in a plan (as discussed, say, by Kautz [Kautz, 1987]). In the TRAINS domain, for example, we know that the action of unloading the cargo of a boxcar makes that boxcar empty; after the action is performed, such a boxcar may be referred to as "the empty boxcar". Default assumptions are also used to ‘fill in’ the details of the plan left unspecified by the conversation (e.g., make sure the engine has enough gas to run, go slowly to avoid crashes, and so forth).

Even though a number of researchers may accept what I just said about the role of commonsense knowledge in discourse interpretation, currently no generally accepted theory exists of what it means for an hypothesis to be more plausible; the impact of lexical priming has not been

---

**Figure 1.4:** The interaction of strong and weak defaults.

---

41 English speakers tend to prefer to replace "the principal" with "its principal" in (1.94), but the opposite is true of French, Italian, and German speakers. In Italian, "Ogni scuola ha mandato il suo preside all’incontro", where the closest translation of "its principal" is used, is not as good as "Ogni scuola ha mandato il suo preside all’incontro", where the translation of "the principal" occurs.
completely clarified; and finally, there are plenty of problems in formalizing world knowledge about actions and their effects so as to avoid paradoxes such as the frame problem [Hayes, 1987].

Providing such theories would involve writing at least one additional dissertation. The approach I will follow here is to make an hypothesis about the interface of discourse interpretation with commonsense reasoning, and leave ‘placeholders’ to be filled in with appropriate theories.

First of all, I propose that the only use of commonsense knowledge during the discourse interpretation phase described in the previous section is to trigger hypothesis generation by means of priming patterns. My assumption about commonsense knowledge in this phase is that a predicate \( P \) may be lexically primed by a predicate \( Q \). I represent these associations by means of a relation \( \text{PRIME}(P, Q) \). By extension, I say that a discourse marker \( d \) is primed by the discourse marker \( d' \) if \( P \) is primed of \( d, Q \) is primed of \( d' \), and \( \text{PRIME}(P, Q) \).

Some preliminary support to the idea that commonsense knowledge is used in discourse interpretation to filter interpretations rather than suggesting them can be gathered by the examples shown above, e.g., (1.91). Note that in the case of (1.91a) the passive form was chosen, that gives less indication of the preferred interpretation; and in the case of (1.91b), the ‘funny’ interpretation in which the same workstation sits in every office is very much available even though commonsense knowledge would suggest otherwise. This intuition is supported by Hudson and Tanenhaus’s work on centering [Hudson, 1988]. Hudson and Tanenhaus looked at examples of the form of (1.96). Even though in (1.96c) the only plausible shooter is Bill, who currently controls the ball, Hudson and Tanenhaus found that a significant number of subjects thought that John was the shooter, and those that ‘correctly’ indicated Bill as the shooter took a relatively long time to come out with the interpretation. This suggests, according to them, that a preliminary hypothesis is obtained in these cases; the hypothesis is, however, judged implausible, at which point another hypothesis has to be generated. If commonsense reasoning were used to suggest hypotheses, all subjects should come out with the same interpretation, or at least take the same time in arriving at it.

(1.96) a. John received the ball.
   b. He passed it to Bill.
   c. He shot.

Once one or more hypotheses have been obtained, commonsense knowledge is used to filter and rank them. This role of commonsense knowledge is hidden in an evaluation function that is part of the system of discourse inference described in Chapter 4. In TRAINS-93, this task is performed by the dialogue manager, with the assistance of the plan reasoner.

Finally, the resulting hypothesis is augmented by means of inferences based on commonsense knowledge. Again, this task in TRAINS-93 is performed by the plan reasoner. While there are plenty of problems in formalizing this aspect of world knowledge in general, usable domain theories can be developed with the available formalisms, and reasonable hypotheses about the interaction of this knowledge with discourse interpretation can be made (see [Ferguson and Allen, 1993]).

1.5.7 Reflexive and Abductive Architectures for Discourse Interpretation

Another view of discourse interpretation has also been proposed, according to which discourse interpretation is an abductive process [Hobbs et al., 1990]. According to the abductive theory of discourse interpretation, a listener, when confronted with an utterance like “They went to see the movie,” sets up to solve a set of interpretive problems, such as: what explanation can we find for the use of the pronoun “they”? I.e., what was the intention of the speaker in using that pronoun?

While abduction may ultimately be equivalent to non-monotonic deduction, I have adopted here the latter way of formalizing discourse because I believe it better captures the hypothesis, backed by linguistic and psycholinguistic evidence, that discourse interpretation is, at first at least, a ‘reflexive’ process, in the sense that the first interpretive steps are largely automatic, and it’s only when these initial processes do not lead to a satisfactory interpretation that an attempt is made to consider all plausible alternatives (this second phase of interpretation is sometimes called ‘puzzle mode’). Support for this view of discourse interpretation is provided, for instance, by examples such as those in (1.97) and (1.98).

(1.97) John dropped ten marbles on the floor, but he only found nine of them. ??It must be behind the couch. (Partee)
(1.98) a. The car went by roaring. The radiator cap was shining.
   b. The car went by roaring. ??The dog barked.

The use of the pronoun “it” in (1.97) is not felicitous, even though a referent for the pronoun can easily be found by reasoning about the scene. Similarly in (1.98b) the referent “the dog” cannot be interpreted as referring to a dog in the car, although it might be more likely to see dogs in cars than to see cars with radiators.\(^41\) That these examples of reference are not felicitous cannot be easily explained if really discourse interpretation is simply a matter of building plausible interpretations.

1.5.8 SAD-93

The ideas about scope disambiguation and its relation with discourse interpretation proposed in this dissertation have been implemented in a system called SAD-93.\(^42\) SAD-93 is a (surface) discourse interpretation system: given the result of syntactic interpretation and lexical disambiguation as its input, it generates a set of alternative hypotheses about the intended interpretation of a natural language utterance in a given context, for use by the Dialogue Manager component of a discourse understanding system. In doing this SAD-93 performs, in addition to scope interpretation, interpretive processes such as reference resolution and tense interpretation.\(^43\) This integration between scope interpretation and other aspects of pragmatic interpretation reflects the thesis defended throughout this dissertation that the scope assigned to operators is the result of the interaction of various discourse interpretation processes. SAD-93 is currently used as a module of the TRAINS-93 discourse understanding system.

\(^{41}\)An example to the same effect is discussed in [Carter, 1987].

\(^{42}\)The name stands for Scope And Deindexing module, version 1993.

\(^{43}\)SAD-93 only performs a limited amount of speech act interpretation; see below.
1.6 CONTENT OF THE DISSERTATION

In this dissertation I propose a theory of scopal ambiguity and an account of the process by which scopally ambiguous sentences like "I can't find a piece of paper" or "I don't see the boxcar" are assigned a preferred interpretation in context. I argue against stipulating an independent 'scope disambiguation module;' I believe van Lehn was essentially correct when saying that 'people do not do scope'. I propose instead that both the preferences discussed in the literature on scope disambiguation, and those observed in the TRAINS corpus of natural language conversations, can be explained as the result of the interaction of discourse interpretation processes such as those devoted to the interpretation of referential expressions, of modals, or those concerned with relating the new utterance to the rest of the discourse. In the central chapters of this dissertation, Chapter 5 and Chapter 6, I present a detailed analysis of the discourse interpretation processes observed in the TRAINS conversations, and show how the scope preferences discussed above result from the interaction between these processes. The theory of discourse interpretation I adopt is not developed to account for the data about scope disambiguation, but is consistent with what is known about processes such as anaphora resolution, speech act interpretation, and the interpretation of definite descriptions.

I believe that the reason why this kind of approach hasn’t been attempted before was the lack of tools: in order to formalize the reasoning involved in discourse interpretation without assuming that the scope of operators has been determined, one needs to have a way to interpret syntactic structures. I propose a model of discourse interpretation as a process of inference over underspecified representations that is based on the DRS construction algorithm presented by Kamp and Reyle, but I provide an account of semantic ambiguity, and add the idea that perceived ambiguity is obtained when the inference process results in conflicting extensions.

The main technical tools I develop in the dissertation are (i) a new model-theoretic interpretation of semantic ambiguity, and a form of underspecified representation that captures this interpretation; this underspecified differs in crucial respects both from the QLP forms used by Alshawi et al. and the Underspecified DRs introduced by Reyle; (ii) the idea that dependency relations among information are best described in terms of relations between situations, and the notion of situation description (the 'common ground' representation of part of the characterization of a situation) that I develop to capture this intuition; and (iii) the way I represent contextual dependency by means of parameters. This material is informally introduced in Chapter 3 and discussed in more detail in Chapter 4.

In Chapter 5 I review the syntactic and semantic treatment of the operators and constructs that appear in the TRAINS corpus and whose processes of interpretation I analyze in Chapter 6. In that chapter I propose a definition of the notion of 'operator,' or scopally ambiguous sentence constituent, based on a distinction between sentence constituents that depend on the context for their interpretation and sentence constituents that don’t; I also look at the impact of syntactic and semantic factors on the process of scope interpretation.

A system called SAD-93 has been developed that implements the theory of scope ambiguity described in this dissertation. SAD-93 is a component of the TRAINS-93 discourse understanding system developed at the University of Rochester. The implementation of SAD-93 is discussed in Chapter 7.

2 Formal Tools for Discourse Interpretation, Or: From Discourse Representation Theory and Situation Theory to Conversation Representation Theory

The theory of discourse interpretation proposed in this dissertation, Conversation Representation Theory (CRT), is a blend of ideas from Discourse Representation Theory, 'classic' Situation Theory as presented by [Barwise and Perry, 1983; Barwise, 1989; Devlin, 1991; Barwise and Cooper, 1993], and Episodic Logic, a 'conservative' version of Situation Theory developed by Len Schubert and Chung-Hee Hwang [Hwang, 1992; Hwang and Schubert, 1993]. The eclectic nature of CRT is motivated by the goals I intend to achieve:

- To provide a theory of semantic ambiguity and underspecification consistent with the Underspecification and Anti-Random hypotheses put forth in Chapter 1.
- To substantiate the Condition on Scope Disambiguation presented in Chapter 1 by providing a simple theory of discourse interpretation as well as of discourse representation, to be used to analyze the discourse interpretation processes observed in the TRAINS conversations and verify that indeed the observed scope preferences can be derived from the interaction of these processes. The development of such a theory requires a language in which those facts about conversations that play a role in discourse interpretation, such as their consisting of 'speech acts' uttered by different speakers, can be expressed.

In this chapter I briefly review the three formalisms for semantic interpretation and discourse representation from which Conversation Representation Theory borrows the most. I only present the formal tools in this chapter; the actual analyses of semantic and/or discourse phenomena that come with these formalisms are discussed in the rest of the dissertation, whenever I propose alternatives. (This is especially true for Episodic Logic.) Those readers who are already familiar with these theories may wish to skip this material.
2.1 A CRASH COURSE ON DISCOURSE REPRESENTATION THEORY

Discourse interpretation depends on the state of the common ground. The common ground [Stalnaker, 1979; Heim, 1982] is “…the participants mutually developed public view of what they are talking about” ([Chierchia and McConnell-Ginet, 1990], p. 166).

Discourse Representation Theory (DRT) is, first and foremost, a theory of the ‘dynamics’ of the common ground: how sentences modify the common ground, and how the common ground affects the interpretation of sentence. The DRT construction algorithm that specifies the impact of a sentence on the common ground is the best available example of a discourse interpretation procedure starting from an underspecified representation, and forms the basis for the discourse interpretation algorithm I propose in this dissertation.

It’s not possible to provide more than a brief summary of DRT here. I refer the interested reader to [Kamp, 1981; Heim, 1982; Kamp and Reyle, 1993] for motivations and details. I use the version of DRT presented in [Kamp and Reyle, 1993].

2.1.1 ‘Donkey’ Sentences and Discourse Representation Structures

Discourse Representation Theory was conceived to provide (i) a general account of the conditional; (ii) an account of the meaning of indefinite descriptions and (iii) an account of pronominal anaphora. The problems with the traditional theories of anaphoric reference and quantification addressed by DRT are demonstrated, first of all, by texts such as (2.1):

(2.1) Pedro owns a donkey. He hates it.

According to the ‘traditional’ (e.g., Montagovian) treatment of indefinite NPs and reference, indefinites are existential quantifiers, and anaphoric reference to an indefinite is an example of bound anaphora [Partee, 1972]: a pronoun whose antecedent is an indefinite NP is logically equivalent to a variable bound by the quantifier. The text in (2.1) highlights a problem with this approach, namely, the fact that if we start by interpreting the first sentence, and we assign a scope to the existential quantifier, then we are unable to bind the pronoun in the second sentence.

A second difficulty with these traditional assumptions is illustrated by the so called ‘donkey’ sentences, i.e., sentences like (2.3) and (2.2). Again, we are interested in the interpretation of (2.2) in which the pronouns “he” and “it” are cases of bound anaphora, as opposed to referring to a contextually determined object. It is usually assumed that for an anaphoric expression to be bound by a quantifier, the anaphoric expression must be in the scope of that quantifier. Yet, there is no clear sense in which the indefinites “a man” and “a donkey” take scope over “he” and “it”—certainly the sentence doesn’t have the interpretation that there is a man and there is a donkey such that if the man owns the donkey, then the man beats the donkey.

(2.2) If a man owns a donkey, he beats it.
(2.3) Every man who owns a donkey beats it.

In fact, another problem with these sentences is to explain why indefinite NPs, that usually have an existential force (as in “A man owns a donkey”) acquire universal force when embedded in a conditional.

The solution proposed in DRT (and arrived at independently by Kamp and Heim) was that indefinite NPs do not have a quantificational force of their own; semantically, they behave as free variables, that can be bound by whatever operator they are in the scope of. Let us consider first the case of an indefinite with existential force, like “a donkey” in (2.4). In the representation introduced by Kamp in [Kamp, 1981], the traditional formulas of first order logic are replaced by Discourse Representation Structures (DRS’s). A DRS is a pair (M,C), where M is a set of discourse markers drawn from some set V, and C a set of conditions. For example, sentence (2.4) is represented in Kamp’s version of DRT by the DRS in (2.5).

(2.4) Pedro owns a donkey.
(2.5) \[ \begin{array}{c}
   x \ y \\
   \text{PEDRO}(x) \\
   \text{DONKEY}(y) \\
   \text{OWNS}(x, y) \\
   \end{array} \]

This DRS contains two discourse markers, x and y, and a set of atomic conditions like DONKEY[y].

Truth in DRT is defined in two stages. First, the notion of verification is introduced, that is analogous to the notion of satisfaction in ordinary logic. The verification conditions of the DRS in (2.5) are defined as follows: the DRS is verified by a variable assignment g with respect to a model M iff there is an assignment h that differs from g at most in the values assigned to x and y, and such that each condition in the DRS is verified by h (verification of atomic conditions is defined as satisfaction of conditions in standard first order logic). A DRS K is then defined to be true wrt a model M = (U,F) iff there is some assignment function f with values in U such that f verifies K. One can then define logical truth and entailment as usual.

From what I said above, it should be clear that the existential import of indefinite NPs is obtained in DRT by ‘quantifying over assignments’. This ensures that indefinites are anaphorically accessible by all referential expressions evaluated with respect to the same variable assignment, such as pronouns in the same DRS in the representation of a text. The DRT representation for a text like (2.6) is obtained by just adding the conditions for the second sentence to the previously shown DRS representing (2.4), as shown in (2.7).

(2.6) Pedro owns a donkey. He hates it.

\[ (2.7) \]
Quantiﬁers, including the ‘implicit’ adverbs of quantiﬁcation in sentences such as “If a man owns a donkey, he beats it,” are represented by means of complex conditions. A complex condition is a structure of the form $K_1 \Rightarrow K_2$, where $K_1$ and $K_2$ are DRSs. For example, the translation of (2.2) is shown in (2.8).

(2.2) If a man owns a donkey, he beats it.

(2.8)

\[
\begin{array}{c}
\text{MAN}(x) \\
\text{DONKEY}(y) \\
\text{OWNS}(x,y)
\end{array}
\quad \Rightarrow
\begin{array}{c}
\text{u} = x \\
\text{v} = y
\end{array}
\quad \text{BEATS}(u, v)
\]

The satisfaction conditions for (2.8) are also deﬁned in terms of quantiﬁcation over variable assignments. A complex condition is satisﬁed by assignment $g$ wrt model $M$ iff for all variable assignments $h$ that differ from $g$ at most with respect to $x$ and $y$ and satisfy the DRS to the left of the arrow, there is a variable assignment $f$ that differs from $h$ at most in the values assigned to $u$ and $v$ that satisﬁes the DRS to the right of the arrow. The universal force of the indeﬁnite is, again, achieved by quantifying over assignments.

2.1.2 The DRT Construction Algorithm

The DRT construction algorithm consists of a set of rules that map discourses into DRSs. The algorithm works as follows. It is assumed that a distinguished DRS exists, called root DRS; this DRS is ‘the common ground’, as it were. The ﬁrst step of the algorithm is to add the syntactic structure of the sentence to the root DRS. Syntactic structures are treated as ‘special,’ uninterpreted conditions. Once the syntactic structure has been added to the root DRS, construction rules are repeatedly applied. A construction rule can be thought of as a production rule in rule-based expert systems (e.g., [Waterman and Hayes-Roth, 1978; Hayes-Roth, 1985; Walker, 1986]); it searches for a trigger—a certain syntactic conﬁguration—and, if it can ﬁnd such a trigger, it performs some operations on the common ground, such as adding new discourse markers and conditions, or replacing the syntactic structure that triggered the rule with a new syntactic structure. Most of the empirical import of DRT comes from the deﬁnition of the construction rules, and above all those for the interpretation of NP and of conditionals.

For an example of construction rules and of how the algorithm works, consider how it is used to obtain an interpretation for (1.54):

(1.54) Every kid climbed a tree.

The initial interpretation of (1.54) is the tree shown in (2.9).

The syntactic conﬁguration in (2.9) triggers the construction rules for indeﬁnites and universal quantiﬁcation, shown below as CR.INDEF and CR.EVERY. I have adopted the rather self-explanatory rule presentation format adopted by Kamp and Reyle [Kamp and Reyle, 1993], with only slight modiﬁcations.

The rule CR.INDEF should be interpreted as follows. The rule has, ﬁrst of all, a trigger: it applies whenever a DRS $K$ (not necessarily the root DRS) includes an uninterpreted condition that contains an indeﬁnite NP inside an S without any S’s in between. The speciﬁcation of a construction rule includes the operations performed by the rule on the DRS to which it applies. CR.INDEF has three effects: a new discourse marker $x$ is added to the universe of $K$; a new unary condition $P(x)$ is added to the conditions of $K$; and the syntactic conﬁguration that triggered the rule is replaced in $K$ with a new syntactic conﬁguration, in which the NP has been replaced by the discourse marker $x$.

Kamp and Reyle actually allow for a rule to have multiple triggers, and specify all of the possible syntactic conﬁgurations. The notation with dotted lines allows for a simpler speciﬁcation of the trigger, and is more general.
The rule for every-NPs, CR.EVERY, is shown next. This rule is triggered by the occurrence in a DRS $K$ of an uninterpreted condition in which an NP of the form "every $P$" occurs inside a $S$. The result is that the uninterpreted condition is replaced in $K$ by a complex universal condition, that contains in its left-hand side (the restriction) a discourse marker $x$ and a condition $P(x)$; and in its right-hand side (the nuclear scope) a new uninterpreted condition, obtained by replacing the NP "every $P$" with the discourse marker $x$.

The rule for every-NPs, CR.EVERY, is shown next. This rule is triggered by the occurrence in a DRS $K$ of an uninterpreted condition in which an NP of the form "every $P$" occurs inside a $S$. The result is that the uninterpreted condition is replaced in $K$ by a complex universal condition, that contains in its left-hand side (the restriction) a discourse marker $x$ and a condition $P(x)$; and in its right-hand side (the nuclear scope) a new uninterpreted condition, obtained by replacing the NP "every $P$" with the discourse marker $x$.

Note, first of all, that this algorithm is based on the idea of underspecified representations, but the underspecified representations do not include semantic information and have no interpretation, therefore an interpretable DRS can only be obtained if all ambiguities are resolved.

Note also that the order of application of the construction rules determines the scope of the operators: if CR.INDEF is applied first, the interpretation in which the indefinite takes wide scope is obtained; if CR.EVERY is applied first, the other interpretation is obtained instead. Note that the purpose of the DRS construction algorithm is not, in general, to account for scoping preferences, but only to generate all the possible semantic interpretations; for this reason, the algorithm produces two partial interpretations for (2.9), shown in (2.10a) and (2.10b). (Versions of the algorithm incorporating syntactic-based scoping preferences can easily be implemented.)
The two ‘partial hypotheses’ in (2.10) are made into complete hypotheses by applying the remaining rules. Also, an underspecified condition that contains only a verb and discourse markers can be replaced by a predicate of the appropriate arity, whose arguments are the discourse markers. We thus obtain the two interpretations in (2.11).

The two other rules that have been used to build the DRSs discussed in this section are the rule for proper names and the rule for pronouns, that I briefly introduce below:

**Proper names rule:** If \( \alpha \) is a proper name, a new marker \( \bar{\alpha} \) (\( \alpha \) in the example above) is added to the universal DRS (that is, the one not embedded in any other), and a new atomic condition of the form \( \alpha(\bar{\alpha}) \) (\( \alpha \) is a proper name in the figure) is to the same universal DRS.

**Pronoun construction rule:** If \( \alpha \) is a pronoun, introduce a new marker \( \bar{\nu} \) to the current DRS, choose a suitable marker \( \bar{\nu} \) from the currently accessible ones, and add to the current DRS a new condition \( v = \bar{\nu} \). (A marker \( \bar{\nu} \) is accessible from the DRS \( K \) if either \( \bar{\nu} \) is local to \( K \), or is introduced into a DRS which contains \( K \), as discussed below.)

### 2.1.3 Inference in DRT

Probably because of its unusual syntax and semantic properties, DRT is not used much either as a model of reasoning or in actual implementations of NLP systems. Another problem was that for some time there was no calculus for performing inferences with DRSs; this problem has been solved in the past few years [Kamp and Reyle, 1991; Gabbay and Reyle, 1990]. I quickly review now the proposal of Kamp and Reyle in [Kamp and Reyle, 1991] to give an idea of how inference in DRT works.

The system proposed by Kamp and Reyle is derived from Kalish and Montague’s formulation of natural deduction. Suppose we have the DRS \( K \).

\[ \begin{array}{c}
\text{z} \\
\text{KID}(z) \\
\text{TREE}(z) \\
\text{CLIMBED}(y, z) \\
\end{array} \]

(2.12)

\[ \begin{array}{c}
\text{y} \\
\text{KID}(y) \\
\text{CLIMBED}(y, z) \\
\end{array} \]

\[ \begin{array}{c}
\text{y} \\
\text{KID}(y) \\
\text{TREE}(z) \\
\text{CLIMBED}(y, z) \\
\end{array} \]

Inference is started by adding to (2.13) a new condition \( \text{Show}: K' \), where \( K' \) is the part of (2.13) that is not included in (2.12):

\[ \begin{array}{c}
\text{z} \hspace{1cm} \text{u} \\
\text{P(z)} \hspace{1cm} \text{Q(z, y)} \\
\text{Q(z, y)} \\
\end{array} \]

\[ \begin{array}{c}
\text{y} \\
\text{P(z)} \hspace{1cm} \text{Q(z, y)} \\
\text{Q(z, y)} \\
\end{array} \]

\[ \begin{array}{c}
\text{y} \\
\text{P(z)} \hspace{1cm} \text{Q(z, y)} \\
\text{Q(z, y)} \\
\end{array} \]

- Examples of NLP systems that make use of DRT are the LILOG system [Herzog and Rollinger, 1991] and the ACCORD system.
- This discussion is taken almost verbatim from Kamp and Reyle’s own introduction.
To prove the show-line, inference rules are applied, that introduce an alphabetic variant of the show-line DRS. Once this is done, a Rule of Direct Proof licenses the elimination of the show line, which means a successful completion of the proof.

The system of Kamp and Reyle includes three inference rules, among which the rule of Detachment (DET), that is a generalization of Modus Ponens. Detachment licenses adding to a DRS K a copy of the right hand side of a complex condition $K' \rightarrow K''$ contained in K, provided that the left hand side can be ‘matched’ with a part of K. In the example above, the DRS $x \quad P(z)$ can be matched by unifying $x$ with $z$, and therefore the right hand side can be added. This transforms (2.14) in (2.15), which satisfies the Rule for Direct Proof and therefore represents a successful derivation.

### 2.2 SITUATION THEORY

Two major themes of this dissertation are that scopal preferences are the result of discourse interpretation processes that establish dependency relations (such as anaphoric relations) between ‘information,’ and that these processes make use of pragmatic information about utterances as well as semantic information about sentences. **Situation theory** [Barwise and Perry, 1983; Landman, 1986b; Fenstad et al., 1987; Barwise, 1989; Devlin, 1991] provides the conceptual tools for describing complex dependency relations between information that I use in the rest of the dissertation; **Situation Semantics** [Barwise and Perry, 1983; Gawron and Peters, 1990; Devlin, 1991] provides a framework for describing utterance interpretation. I quickly review the main ideas of Situation Theory and Situation Semantics in this section; the discussion is heavily indebted to Devlin’s book and to [Dekker and Hendriks, 1993].

#### 2.2.1 Situations and Situation Inclusion

In all versions of Situation Theory, it is assumed that the ‘real world’ (or perhaps, our information about it) is ‘carved up’ in ‘chunks’ called situations:

> Reality consists of situations—individuals having properties and standing in relations at various spatio-temporal locations. ([Barwise and Perry, 1983], p. 7)

The notion of situation in ‘mainstream’ Situation Theory is quite flexible and covers conceptual entities that in other approaches are distinct, such as events, states, etc. The event of Kim killing Lee is a situation, as are the state of Kim owning a car, a snapshot of what’s going on in Rochester on August 3rd, 1993, etc. Situations are treated as primitives in the ontology with the same status as individuals, so the notion of real world situation is not really defined, but, loosely speaking, a real world situation is any aspect of the real world that we classify as a unit but we wouldn’t think of as an object.

Situations in the real world are organized by a partial order relation of situation inclusion: the situation that consists of me going to the movies on February 19th, for example, includes sub-situations such as me driving to the theater at 7:45pm, me buying tickets at 7:55pm, me watching the movie from 8pm until 9:30pm, and me driving home afterwards. Each of these situations in turn includes sub-situations such as me asking the person at the window for a ticket, me handing the money to that person, etc.

#### 2.2.2 Meaning and Information

Situations are carriers of information. Formal semantics is concerned with developing a theory of truth and truth-preserving inference. The goal of what I will refer to in this dissertation as ‘mainstream’ Situation Theory, that is, the work more directly inspired from [Barwise and Perry, 1983], is to provide an analysis of natural language based on information and the way information is extracted from the world and processed by human agents.

Situation Semantics begins with an analysis of the ‘building blocks’ of information—individuals and relations—and takes the notion of infon (‘information unit’) as basic. Infons
are primitive constituents of situations in this approach. An infon is typically represented as a ‘bracketed tuple’ consisting of a relation and a sequence of individuals:

\[
\langle \text{KILLED, kim, sandy} \rangle
\]

In other approaches (e.g., [Landman, 1986b; Fenstad et al., 1987]), proposition: are used as the unit of information; a proposition is a (partial) function from situations to truth values that assigns 1 to a situation if a certain fact is a characteristic of that situation, 0 if that fact is not a characteristic of that situation, and is undefined otherwise. In this dissertation, I adopt propositions as the basic unit of information.\(^7\)

### 2.2.3 Situation Types

We can use information to classify situations. Each proposition effectively functions as a situation type: a real world situation is of the type specified by a proposition if the proposition assigns to the value 1. We can use this information to classify a certain situation as being of the same type as a previously encountered situation. For example, we may classify the situation occurring in the evening of February 19th as an instance of the situation type in which I go to the movies (a situation type with a large number of instances). This is usually written in Situation Theory using a notation like the following:

\[
[\text{evening-of-February-19th} \equiv \text{GO-TO-MOVIES\{mary, sim\}}]
\]

(This expression reads: the proposition (infon) GO-TO-MOVIES\{mary, sim\} characterizes the real world situation evening-of-February-19th.) More complex situation types can be defined by combining propositions: for example, that particular evening may be classified as an instance of the type of situation in which I go to the movies (a situation type with a large number of instances, although not as many as the situation type of me going to the movies. Infons can be combined in the usual way by means of the standard connectives.

If we think of a situation type as specifying an ‘abstract’ situation, we note that the formalism is actually rather flexible. Because any arbitrary collection of propositions may be interpreted as the specification of a situation type, the formalism has the capability for describing non-exisiting situations in addition to real-world ones. We can, for example, describe a possible (although not actual) situation in which, on the evening of February 19th, I went to see a play.\(^8\)

### 2.2.4 Partiality

Situation Theory also differs from traditional possible-world semantics in that a given situation, unlike possible worlds in the classical sense, can ‘keep silent’ on the issue of whether a particular infon/proposition is true. This can be expressed either by saying that the question of whether that infon is supported by that situation is not well-formed, or by saying that propositions are partial functions that may be undefined over certain situations.\(^9\) There is then a sense in which situations behave like ‘small possible worlds’ [Barwise, 1989].

This aspect of Situation Theory is crucial to the use of Situation Theory for assigning truth conditions to propositional attitudes, but leaves us with a number of decisions to make: for example, does a situation support the conjunction of two infons if it supports each of the infons?\(^10\)

### 2.2.5 Situation Semantics

Situation Semantics is primarily concerned with the relation between natural language utterances, the context in which they occur, and the situations they describe. A number of concepts are introduced that turn out to be very useful for the purpose of describing the process of interpretation.

The basic idea of Situation Semantics is that whenever Kim utters the sentence:\(^11\)

\[
\Phi: \text{Mary is running.}
\]

two situations are involved. One is the situation in which Kim makes the utterance. This situation is called the utterance situation.\(^12\) The other situation is the situation about which Kim is making a claim. This is called the described situation.

The utterance situation is often part of a discourse situation that consists of all the utterance situations that occurred during the conversation, and of an embedding situation—the part of the world in which the conversation is taking place.

The meaning of an assertive sentence, according to Situation Semantics, is a relation between types of utterance situations, contexts, and types of described situations:

\[
u, c, d, \parallel \Phi \parallel d
\]

Situation Theory started in part as an attempt to capture the truth conditions of perceptual reports, such as:

\[(2.16) \text{John saw Bill run.}\]

In Scenes and Other Situations, Barwise argued that a simple way to capture the entailments of (2.16) is to make the object of seeing a situation. The notion of situation also provides a simple way to specify the semantics of tense: an intuitive formulation of the truth conditions

---

\(^{7}\)To add to the confusion, the notion of proposition is used in mainstream Situation Theory as well—in fact, two notions are used. **Russellian propositions** are the kind of proposition discussed above. **Austinian propositions** are statements of the form \(\{s: \sigma\}\) or, equivalently, \(\{\sigma\} = s\), that assert that situation \(s\) is of type \(\sigma\). I will consistently use the term proposition to refer to Russellian propositions.

\(^{8}\)A much more difficult question is what to do with inconsistent situation types.

\(^{9}\)The issue of partiality has raised a lot of interest. Two works that focus on the issue are [Muskens, 1989] and [Langholm, 1988].

\(^{10}\)My presentation here is derived from chapters 4 and 8 of [Devlin, 1991].

\(^{11}\)I use in the dissertation the term **conversational event** to refer to the same notion.
of a statement like (2.16) is that there is a situation in the past that supports the truth of the
infm ‘John see x’ where s is the situation of Bill running. In work starting with [Barwise and
Perry, 1983], Situation Theory has also been concerned with modeling contextual dependency
by means of parameters.

2.2.6 Parameters

The context determines those aspects of the interpretation of a sentence that vary from
utterance to utterance. These aspects are represented in Situation Theory by means of para-
meters. A parameter x is an object that is part of the interpretation of a sentence, but needs to
be anchored to some value in order for that sentence to carry information about a situation: it
represents an ‘information hole’, as it were.

Barwise and Perry proposed that pronouns and other referential expressions, such as definite
descriptions, introduce parameters in the interpretation of a sentence. Their treatment of context-
dependency was much extended by Gawron and Peters [1990]. According to them, a use of the
proper name “John” introduces a parameter x = [\{NAMED, x, ‘John’\}], where x is the resource
situation that ‘supplies a value’ for the parameter x; the resource situation need not be the same
as the situation at which the sentence of which the proper name is part is evaluated.

The notion of parameter plays a very important role in the formalization of discourse
interpretation that I propose in the rest of the dissertation, although my interpretation of the
notion differs somewhat from the one adopted by mainstream Situation Semantics.

2.3 EPISODIC LOGIC

Although Situation Theory has a number of appealing characteristics, it also represents
quite a departure from common practice in formal semantics. Rather than adopting it wholesale,
therefore, a number of researchers have been developing ‘conservative’ versions of Situation
Theory. Such theories maintain the basic structure of Montagovian semantics, but incorporate
ideas from Situation Theory, such as the notion of a structure of situations, or partiality. Theories
in this vein are [Landman, 1986b; Fenstad et al., 1987; Muskens, 1989; Kratzer, 1989].

Episodic Logic [Hwang, 1992; Hwang and Schubert, 1993] is one of these conservative
theories. Episodic Logic was developed for semantic interpretation in natural language pro-
cessing systems such as the TRAINS system that incorporates ideas from Situation Theory and
Discourse Representation Theory.

2.3.1 The Language of Episodic Logic

The language of Episodic Logic is an extension of first order languages with restricted quantification.
The basic language is fairly standard; if we ignore tense, the translation for (2.17), for example, is shown in (2.18).\footnote{Hwang and Schubert actually use an inфикс syntax for predicates. That is, they write \{x DOG\} instead of DOG(x). I adopt a more traditional prefix syntax here.}

(2.17) A dog came in.
(2.18) [\exists x DOG(x) & COMES-IN(x)]

The language includes the usual connectives and determiners, including non-standard determi-
ners such as “the” or “many”.

2.3.2 Truth at a Situation in Episodic Logic

The most relevant aspect of Episodic Logic is that terms can refer to situations. The language
includes two operators to express truth at a situation, several predicates to describe temporal
relations, predicates to describe situation inclusion, and a predicate CAUSE(\epsilon_1, \epsilon_2); all of these
constructs were primarily introduce to provide a treatment of tense and aspect.

Several of these constructs are displayed in the translation of “John left” in (2.20).

(2.19) John left.
(2.20) [\exists \epsilon BEFORE(\epsilon, now) & LEAVE[john] ** \epsilon]]

(2.20) reads as follows: there is a situation (episode) \epsilon that takes place before the current moment
in time now. The situation \epsilon can be characterized as John leaving. The language includes a set
of temporal relations like BEFORE(\epsilon, \gamma), where \epsilon and \gamma are situations or times.

The most important operator in (2.20) is the ** operator, that represents truth at a situation.
In order to introduce these operators, as well as the use of situations in Episodic Logic and
how it relates to the notions introduced in §2.2, it is first necessary to say something about the
semantics of Episodic Logic expressions.

The language of Episodic Logic is not typed;\footnote{I use this aspect of Episodic Logic is not preserved in the language I use, see below.} Hwang and Schubert use a first-order model,
in which the set of individuals \mathcal{I} includes a set of situations \mathcal{S} as a subset. \mathcal{S} is a set of possible
situations—it includes all the concrete situations obtained by taking ‘chunks’ of this world,
as well as all the situations ‘carved out’ from other possible worlds. All of these situations
are however pieces of an (actual or possible) reality. Each Episodic Logic formula denotes the
characteristic function of a set of situations—what I have called above ‘proposition’ or ‘situation
type’.

The ** (‘single star’) operator of Episodic Logic is used in expressions such as\footnote{A convention of Episodic Logic that I follow throughout the dissertation is to use square brackets to indicate expressions containing an inфикс operator, such as \{x \}.}

[\Phi * s]

to assert that the (possible or actual) situation denoted by s is an instance of the proposition
denoted by \Phi. The ‘single star’ operator may thus be interpreted as providing a partial cha-
acterization of a domain situation. The double star operator used in (2.20), instead, provides a
complete characterization of a situation; that is, it asserts that the proposition denoted by the
first argument of the expression [\Phi ** s] provides all the information about situation s. Double
star can be defined by meaning postulates as follows: the following expression says that $\Phi$ completely characterizes situation $s$ iff $\Phi$ partially characterizes $s$ and no situation exists that is a subepisode of $s$ and is also partially characterized by $\Phi$.  

$$[\Phi \ ** \ s] = [\{\Phi \ * \ s]\ \land \ \neg \exists \ s' \ \text{SUBEPISODE-OF}(s', s) \ [\{s' \neq s\] \land \ [\Phi \ * \ s'])]$$

2.3.3 Additional Syntactic Constructs

The language of Episodic Logic is very rich, and includes many more constructs than I actually use in this dissertation. Among the constructs that I do use, the next more important, after the star and double star operators, are lambda-abstraction and kind formation. The syntax of lambda abstraction in Episodic Logic is as usual; however, higher-order abstraction is not allowed.\(^{15}\) The notion of kind was introduced in semantics by Carlson [Carlson, 1978]. Kinds, according to Carlson, are the objects in the domain denoted by bare plurals—plural noun phrases without determiners, such as "dogs" or "engines". In subsequent work (e.g., in [Schubert and Pelletier, 1988]) it was proposed to introduce into the language a kind forming operator ($\mu$ in the paper by Schubert and Pelletier, K in following work by Schubert and others) that maps predicates into kinds. The kind-forming operator is extensively used in the rest of the dissertation to map situation types (propositions) into situation kinds—objects in the domain in one-to-one relation with situation types.\(^{16}\) Situation kinds are also used by Hwang and Schubert to do the work done by properties in semantics for infinitivals and gerunds [Chierchia, 1984].

Finally, the language of Episodic Logic allows for predicate modification used in the semantics of adjectives, adverbs, and noun-noun compounds and includes constructs to describe the semantics of plurals that are essentially analogous to those introduced by Link [Link, 1983]. The COLL operator is analogous to Link’s suffixed * operator and maps predicates over individuals in the domain to predicates over groups of individuals of the domain. It is assumed that a lattice is defined over the individuals of the domain, and the term $\nu \sigma(p)$ denotes for each predicate $\sigma$ the sumnum of the lattice defined over individuals in the denotation of $p$.

2.3.4 From English to Episodic Logic

Given this wealth of constructions, it may be surprising to hear that Episodic Logic is not explicitly defined as a typed language. Hwang and Schubert are interested in limiting the power of their language as much as possible, and therefore use very sparingly constructs like lambda-abstraction that may make a type-theoretic foundation necessary (as mentioned above, only first-order abstraction is allowed). This has several consequences for their semantic treatment; for example, the semantic translation assigned to lexical items such as determiners or noun phrases is not the one standardly proposed in formal semantics (e.g., in [Dowty et al., 1981] or [Chierchia and McConnell-Ginet, 1990]).

The method of translation developed over the years by Schubert and Pelletier [Schubert and Pelletier, 1982; Schubert and Pelletier, 1988] and by Hwang and Schubert [Hwang, 1992; Hwang and Schubert, 1993] is divided into two steps. The result of the first step is an uninterpreted logical form, in which quantifiers have not been assigned a scope yet, and referential expressions have not been interpreted.

The expression representing the truth-conditional meaning of the sentence is arrived at by means of operations that take as input both the underspecified representation and (structures representing) the current context such as tense trees. This second phase of interpretation is called deindexing. During deindexing, the scope of operators is determined, and a value is assigned to those operators that depend on context, such as anaphoric expressions or tense. The most developed aspect of the deindexing procedure is tense interpretation [Hwang and Schubert, 1992]; I briefly present this aspect of the theory in §5.6. The model of discourse interpretation I adopt in this dissertation has been influenced in many ways by the theory of deindexing proposed by Hwang and Schubert; I will discuss the commonalities as I introduce my model. For more discussion of deindexing, as well as for a description of the semantics and proof theory of Episodic Logic, see [Hwang, 1992].

---

\(^{15}\)This characterization is mine; Hwang and Schubert provide a model-theoretic characterization.

\(^{16}\)This is another difference between the language of Episodic Logic and the language I use, see below.

\(^{17}\)As discussed in Chapter 6, I propose that the plan discussed in the TRAINS conversations is a situation kind.
3 Conversation Representation Theory

Conversation Representation Theory (CRT) is the theory of discourse representation and interpretation that I have developed to serve as the foundation of my account of scope disambiguation. CRT is based on the three hypotheses presented in §1.5: (i) the Underspecification Hypothesis, the Anti-Random Hypothesis, and the Condition on Scope Disambiguation. As discussed in §1.5, some consequences of these hypotheses are that (i) a distinction is made in CRT between semantic ambiguity and perceived ambiguity, (ii) a particular approach to underspecification is adopted, illustrated by the logical forms used in §1.5, (iii) the assumption is made about discourse interpretation that processes such as reference resolution take place before the scope of operators has been determined, and (iv) perceived ambiguity is viewed as the situation which occurs whenever the result of discourse interpretation are distinct hypotheses.

This chapter and the next two are devoted to introducing Conversation Representation Theory in some detail, before presenting my hypotheses about the effect of discourse interpretation on scope (in Chapter 6). In this chapter, I discuss the representation of the common ground in CRT and introduce the ‘CRT interpretation algorithm’; in the next chapter, I propose a syntactic and semantic analysis of a small ‘TRAINS fragment’. The presentation in these two chapters will be mostly informal; the formal details of CRT are given in Chapter 4.

3.1 FROM DRT TO CRT

In the Artificial Intelligence literature on discourse interpretation (e.g., [Grosz, 1977; Webber, 1979; Allen and Perrault, 1980; Grosz and Sidner, 1986; Carberry, 1990; Cohen and Levesque, 1990]) it is assumed that prior to resolving references, identifying speech acts, and so forth the scope of operators has been determined. The formalisms used in that literature can then finesse the issue of how to represent information about surface structure of sentences, and concentrate on other kinds of information (e.g., about speech acts or about segmentation). Clearly, we can’t make the same simplifying assumptions here. Situation Semantics gives a useful theory of what contextual information is available for interpretation, but not a story about how this information is brought to bear to obtain the interpretation of a new sentence.1

I argued in §1.5 that the hypotheses that discourse interpretation takes place before the scope of operators has been determined, and that in fact the results of discourse interpretation are what determines the scope of these operators, suggest a theory of discourse interpretation that resembles DRT in many ways. What I mean is that a theory is needed that provides, first of all, a formal account of the content and organization of the common ground and its effect on the semantic interpretation of sentences. Moreover, the theory must be such that the input to discourse interpretation is an underspecified representation, and discourse interpretation is characterized in terms of ‘rules’ that operate on underspecified representations and, at the same time, update the common ground and result in more specific interpretations.

The DRS construction algorithm [Kamp and Reyle, 1993] is the only widely accepted proposal about the interpretation of discourses that, besides providing a detailed theory of what information is contained in a context, is not based on the assumption that the scope of operators has been determined. The language of DRT allows for ‘unsolved conditions’ that provide information about surface structure; the rules used by Kamp and Reyle are ‘triggered’ by the occurrence of certain syntactic patterns and result in modifications of surface structure forms.

As in DRT, it is assumed in CRT that the common ground contains information about (i) discourse markers, (ii) conditions on these discourse markers, and (iii) discourse marker accessibility. This information is represented by means of Discourse Representation Structures, or DRSs, that are (discourse marker set, condition set) pairs. It is also assumed that a distinguished DRS, called Root DRS, exists: this DRS represents all of the information about the common ground that is relevant for the present conversation.

The input to the CRT construction algorithm is an underspecified representation. The difference between the approach to underspecification taken in CRT and the one taken in DRT will be discussed below; what hasn’t changed is the fact that discourse interpretation is cast in the form of a set of operations on DRSs like those discussed in §2.1, that may result in adding new discourse markers to a DRS, adding conditions, or deleting some. These operations can be ‘triggered’ by the occurrence of an underspecified representation as well.

The differences between CRT and DRT are motivated, first of all, by the goal of providing a theory both of semantic ambiguity and perceived ambiguity; and also by the fact that, as a result of the Condition on Scope Disambiguation, CRT is meant to be not only a theory of discourse semantics, but a theory of discourse interpretation as well—and of interpretation as it occurs in conversations such as the TRAINS dialogs, rather than in texts. The result is a theory of discourse concerned with both the pragmatic and the semantic aspects of the common ground.

3.2 THE INPUT TO DISCOURSE INTERPRETATION: LOGICAL FORMS

3.2.1 Lexical Semantics and the Input to Discourse Interpretation

Although the CRT approach to discourse interpretation is inspired by the DRT construction algorithm, after seeing the examples discussed in Chapter 1 the reader will be aware of at least one difference between my approach to discourse interpretation and Kamp and Reyle’s: the input to the CRT construction algorithm, unlike the input to the algorithm presented in [Kamp and Reyle, 1993], consists both of information about the s-structure of the sentence and of information about the semantic translation of the lexical items, this latter being the kind of

---

1One notable exception is the work by Gawron and Peters in [Gawron and Peters, 1990].
arguments in favor of the Condition on Scope Disambiguation in task-oriented conversations; but even if one rejects the particular formulation that I gave of the hypothesis, it seems fairly clear that contextual resolution processes, as well, play a role in assigning a scope to operators. The contrast between sentence (3.1) (from [Heim, 1982]) and (3.2), for example, shows that scope assignment may be affected by reference resolution even when there is no salient topic of conversation.

(3.1) If a dog barks at a cat, the cat (always) meows.
(3.2) If a dog barks, the cat (always) meows.

The scope assigned to the definite NP “the cat” clearly depends on its discourse antecedent: thus in the preferred (for me) reading of (3.1), in which “the cat” is anaphoric on “a cat”, “the cat” takes narrow scope with respect to the adverb of quantification “always”; whereas in the preferred reading of (3.2), “the cat”, interpreted as referring to a contextually salient cat, takes wide scope. This distinction cannot be captured by the DRT construction algorithm proposed by Kamp and Reyle, where the model construction rule for definites only makes use of syntactic information. The algorithm could be modified by making it sensitive to coindexing at s-structure, and assuming that “a cat” and “the cat” somehow get coindexed at s-structure before the rest of the interpretation takes place—i.e., assuming that the input to the algorithm should be something like (3.3):

(3.3) \( \left\{ \left[ s \right] \text{If a dog barks at a cat}\right\} \left[ s \text{The cat meows!} \right] \)

While this simplification may be acceptable in many cases, we would still have to explain how it is that indices are introduced. And anyway, we can only get this far with syntactic coindexing; reference may in fact also be inferred by association, and it still affects scope:

(3.4) When you buy a car, make sure you check the tires.

I don’t know of any proposal to the effect that “the tires” should be coindexed with “the car” in (3.4), and it’s hard to imagine how this proposal could be made to work. It seems fairly clear that to interpret “the tires” as a narrow-scope definite, we need to know that “tires” are objects found in “cars”. In other words, to provide a general account of narrow scope definites, one has to explain how definite descriptions are interpreted, and this process relies on more information than what one gets from s-structure.\(^6\)

Yet another argument in favor of the hypothesis that more than s-structure is fed to discourse interpretation has been presented by David Dowty in [1986a]. Among the tasks of Kamp and Reyle’s model construction rules is to establish temporal relations between the events in a discourse. As argued in [Hwang and Schubert, 1992; Kameyama et al., 1993], establishing

\(^4\)Which interpretation is available depends on the version of the book—in the original drafts, the rule CR.DD would only generate the wide scope reading, in the final version, it only generates the narrow scope reading. Kamp and Reyle are perfectly aware of the problem, of course—see the discussion at pages 297–300. I will also add that Heim’s formulation of DRT in [Heim, 1982] does not suffer from the problem.

\(^5\)In fact, s-structure doesn’t even provide the information that the interpretation of a lexical item is contextually dependent. Thus, if we take s-structure to the only input to discourse interpretation, we are forced to say that interpretation other than that that results in syntactic coindexing takes place after the model construction rules are applied.

\(^6\)To be more precise, the input to the DRS construction algorithm consists of a pair, (root DRS, s-structure), while the input to the CRT algorithm consists of a pair (root DRS, underspecified representation). Below, whenever I talk of ‘the input to discourse interpretation’ I only consider the information coming from the last sentence, and ignore the root DRS.

\(^7\)Except of course that their activation is controlled by the Condition on Scope Disambiguation.
these temporal relations requires information about the syntactic dominance relations existing in the sentence, thus this process has to operate before scopal relations have been determined. (See also Chapter 6.) However, it is also known [Partee, 1984; Hinrichs, 1981], that the choice of temporal relations is affected by the aspectual class of the predicates involved [Dowty, 1979]; for example, in (3.5a), a sentence whose main predicate is the telic TELL is followed by a sentence whose main predicate is the telic LEAVE: the preferred interpretation is the one in which Mary leaves after John told her that Bill was a closet communist. In (3.5b), however, the first sentence is followed by a sentence whose main predicate is stative, LISTEN: here the preferred interpretation is the one in which the situation described by the second sentence occurs at the same time as the situation of John telling Mary.

(3.5)  
\[ \text{a. John told Mary that Bill was a closet communist. She left.} \]
\[ \text{b. John told Mary that Bill was a closet communist. She listened to him.} \]

Accordingly, Kamp and Reyle make the model construction rules that establish these temporal relations sensitive to the value of a syntactic feature, \[ \text{[\#STAT]} \] ([1993], pages 541 ff.) Dowty, however, notes that, first of all, the choice of temporal relations is a default rather than a rigid norm; thus in sentences like (3.6) (from [Lascarides and Asher, 1991]), the event described by the second sentence temporally precedes the event described by the first sentence:

(3.6)  
\[ \text{Bill fell. John pushed him.} \]

secondly, Dowty notes that the aspectual class of a predicate can only be determined after semantic interpretation, and in fact, commonsense knowledge may often determine it: thus, while the predicate "build" is typically telic, the predicate "build houses" is atelic (see also [Dowty, 1979; Moens and Steedman, 1988]). Both of these observations indicate that information about the semantic translation of lexical items must be available when determining the temporal relationship between events in a discourse.

I can’t see of any way of addressing these objections that would result in a simpler system than the one presented here, and I will add one more observation: with the form of underspecified representation used in CRT, we can also assign an interpretation to partially underspecified representations, as shown below, whereas in standard DRT, only a completely disambiguated representation can be assigned an interpretation. The result is that a commitment to complete disambiguation is 'built in' the standard version of DRT, whereas in CRT, partially underspecified interpretations may be allowed.\(^6\)

### 3.2.2 Adding Logical Forms to DRT

Augmenting DRT with logical forms like those seen in Chapter 1 is simply a matter of allowing DRSs to contain logical forms in addition to conditions like those used by Kamp and Reyle; logical forms take the place of the uninterpreted conditions used in [Kamp and Reyle, 1993].

Several examples of logical forms have been shown in §1.5, but let's see one example in greater detail. Consider the sentence “Every kid climbed a tree,” and ignore tense for the moment. In CRT, each lexical item—“every,” “kid,” “climbed,” “a,” and “tree”—has a semantic translation of the sort one finds in Montague Grammar:\(^8\)

\[
\begin{align*}
\text{“every”} & \sim \lambda P \lambda Q \forall x [\forall i \left[ P(i) \right] (Q(x)) \\
\text{“kid”} & \sim \text{KID} \\
\text{“climbed”} & \sim \text{CLIMBED} \\
\text{“a”} & \sim \lambda P \lambda Q [P(d) \land Q(d)] \\
\text{“tree”} & \sim \text{TREE}
\end{align*}
\]

Let's assume for simplicity that the grammar consists of the phrase structure rules S \[ \to \text{NP VP} \] and VP \[ \to \text{V NP}\]; let’s ignore the structure of noun phrases. We get the following logical form for the sentence “Every kid climbed a tree:”

(3.7)  
\[ [S [\text{NP } \lambda P \lambda Q \forall x [\forall i \left[ \text{KID}(i) \right] (Q(x))] [\text{VP } [\text{V CLIMBED}] [\text{NP } \lambda P \lambda Q [\text{TREE}(d) \land Q(d)]]]]] \]

(3.7) is an s-structure whose leaves have been replaced by their semantic translation. Each internal node of a logical form such as (3.7) is labeled with a phrase category such as NP or VP; the leaves are labeled with expressions of CRT. Logical forms such as (3.7) can occur as conditions in DRSs; in first approximation, the first step of the CRT construction algorithm can be defined as the operation of creating a new DRS out of an existing DRS and a logical form such as (3.7).

In addition to the ‘traditional’ semantic translations above, there is in CRT a second set of rules, that I call model construction rules, whose role is to specify the ‘dynamics’ of discourse. These rules are operations on DRSs analogous to those one finds in DRT. The model construction rule for every-NPs, for example, is very similar to the rule CREVER discussed in §2.1: when applied, it replaces the triggering condition with a new tripartite condition, whose restriction contains a discourse marker that is only accessible from the nuclear scope, and whose nuclear scope contains a logical form obtained by replacing every-NP in the triggering condition with the new discourse marker. A simplified form of MCR.EVERY is shown below. (The rule will be discussed in more detail after having presented the semantic treatment of universal quantification.)

\(^6\)To my knowledge, the best discussion of these data is in [Webber, 1987].

\(^7\)A version of the DRT algorithm that also assumes that the input contains lexical information has been developed by Kamp and Rolfdeutscher (1992).

\(^8\)There is nothing unusual in the semantic translation of the lexical items “kid”, “climbed” and “tree”, except that I distinguish lexical items from the predicates they translate using a small cap font for the latter, as in CLIMBED, instead of the ‘primed’ notation favored by Montague. As discussed below, Miltsark’s distinction between presuppositional and non-presuppositional/NPs plays an important role in CRT, and is captured by distinguishing between NPs whose translation includes a contextually dependent element represented by a parameter, such as “every kid”, and NPs whose translation does not include a parameter, such as “a tree”. The contextually dependent aspect of every-NPs is their resource situation—this is the way that domain restriction effects are captured in Situation Semantics [Barwise and Perry, 1983; Gawron and Peters, 1990; Devlin, 1991]. The parameter \(x\) in the translation of “every” stands for the resource situation. Indefinites are translated as in DRT, as open formulas containing a discourse marker. Discourse markers are a special class of type \(\forall\) terms. The semantic translation of lexical items is discussed in greater detail in Chapter 5.

\(^9\)In fact, in the syntactic framework I assume [Stowell, 1981; Pesetsky, 1982; Haegeman, 1991], the syntactic categories are slightly different, as I discuss in §3.3, but let’s ignore this complication for the moment.
expressions’ in which a notion of monotone disambiguation can be defined (the term is due to Alshawi and Crouch).

Both the system developed by Reyle and the system I propose in [Poesio, 1991] assign to underspecified representations denotations that make them semantically equivalent to a disjunction of the disambiguated readings. In my paper, for example, I adopt a ‘relational’ semantical system like those used by Heim in chapter 3 of her dissertation to account for the truth-conditional impact of anaphora [Heim, 1982] and by others [Barwise, 1987; Rooth, 1987; Schubert and Pelletier, 1988; Groenendijk and Stokhof, 1991]. In these systems, the denotation of a logical expression is a relation, that is, a set of pairs of values; the elements of the pairs represent ‘states,’ that is, sets of currently accessible anaphoric antecedents. Since each of the independent interpretations of an ambiguous sentence denotes such a set, the denotation of an underspecified representation can be defined as the union of the denotations of its disambiguations. The result is that the sentence “Every kid climbed a tree” ends up denoting the same set of pairs as the sentence “It is either the case that a unique kid climbed all trees, or that for each tree, there was a kid that climbed that tree”.

By defining the denotation of underspecified representations in this way, we get a logic of ambiguity that is very simple, and in which a notion of monotonic disambiguation can be defined. Yet, this definition doesn’t truly capture the notion of semantic ambiguity introduced in Chapter 1. Take the sentence “He left”, and assume that “he” may refer either to John or to Bill. Instead, what we would like to say is that it is either the case that the speaker intended to refer to Bill, or it is the case that she intended to refer to John. I believe there are good reasons to distinguish such sentences from vague sentences such as “John is taller than height X,” which may be considered equivalent to a disjunction of assertions of the form ‘John has height Y’. Alshawi and Crouch [1992] define the denotation of underspecified representations (that they call quasi-logical forms) using an approach that could be called ‘supervaluations in reverse’. They assume, first of all, that the denotation function [.] is partial, that is, [.] may be equal to

3.2.3 Semantic Ambiguity and The Semantics of Logical Forms

In recent work by, among others, Alshawi and Crouch, Reyle, and myself [Poesio, 1991; Alshawi and Crouch, 1992; Reyle, 1993], methods for assigning a denotation to expressions like (3.7) have been developed, which let us define logics for languages that include ‘underspecified

---

12 For example, the denotation of an existential formula ∃xψ(x) is the set of pairs of assignments (f,g) such that g differs from f in that it assigns to a value that satisfies the predicate ψ. In this way, if we have the text “A dog came in. It sat under the table,” the value assigned to “a dog” is ‘accessible’ when interpreting the pronoun “it”. On the other hand, static operators such as the universal quantifier do not ‘update’ the state, and therefore do not make new referents accessible: the denotation of the expression ∀xψ(x), for example, is a set of pairs of assignments of the form (f,f).

13 I shall hastily add that certain cases of pronominal reference with “it” do seem to be best treated as cases of vagueness rather than as cases of ambiguity. For example, we have in our dialogues numerous cases like (3.8), where “it” may refer either to the engine, or to the boxcar, or both, but the intended meaning is not affected by the choice of the referent, given the effect of actions of hooking one object to the other.

(3.8) Hook the engine to the boxcar. Move it to Avon.

14 A discussion of the supervaluation technique, and how it can be used to provide a treatment of vagueness, can be found in Chierchia and McConnell-Ginet’s textbook [1990], chapter 8.
0, 1, or be undefined. Second, they define $||\Phi||$ in terms of an auxiliary relation $W$ such that both $W(\Phi,0)$ and $W(\Phi,1)$ may be the case; whenever that happens, $||\Phi||$ is undefined; otherwise, the value of $||\Phi||$ is either 0 or 1. The value assigned to a quasi-logical form $\Phi$ will be undefined if for one way $\Psi$ to disambiguate it $W(\Psi,1)$, whereas for another way to disambiguate it, $\Xi$, $W(\Xi,0)$.

The ‘disjunction’ fallacy is avoided in Alshawi and Crouch’s system (an ambiguous statement is not necessarily equivalent to the disjunction of its disambiguated interpretations), but their approach still does not result in a clear distinction between semantic ambiguity and semantic vagueness. The same ‘undefined’ value may in fact be assigned both to a semantically ambiguous statement such as “He left”, in a context in which the pronoun “he” may refer either to John or to Bill and only one of them left, and to a semantically vague statement such as “John is tall”, in case John is a borderline case of tallness. This is is symptom of a more general problem: by assigning the same ‘undefined’ value to all ambiguous statements, a considerable amount of semantic information is lost.

As it turns out, the definition of semantic ambiguity given in Chapter 1 leads to a formal characterization of semantic ambiguity that is not prone to the disjunction fallacy, yet does not result in loss of information: this is the idea that underspecified representations denote sets of propositions, namely, the set of all the propositions that correspond to semantically legitimate interpretations of a sentence. If we think of propositions as functions from situations to truth values, we conclude that logical forms should denote sets of functions from situations to truth values.

In fact, as we will see shortly, I propose that all meaningful expressions of type $\alpha$ should denote sets of functions from situations to truth values, and that the distinction between semantically ambiguous and semantically unambiguous sentences should be characterized in terms of the cardinality of the sets of functions that these sentences denote. Thus, the sentence “He left”, in a context where two possible antecedents for “he” are available, will denote two functions from situations to truth values; the sentence “Every kid climbed a tree” will similarly denote a set consisting of two functions—the proposition corresponding to the universal quantifier taking wide scope, and the proposition corresponding to the existential quantifier taking wide scope. On the other hand, the sentence “John is tall” will denote a single proposition, although the value of that proposition at some situations may be undefined if John is a borderline case of tallness.

We may also arrive to the conclusion that underspecified representations should denote sets of propositions by a different route, namely, by asking ourselves what we can learn about the denotation of underspecified representations from methods for assigning a denotation to scopally ambiguous sentences such as the Cooper storage technique [Cooper, 1983]. The storage method was developed by Robin Cooper as a way around a problem with Montague’s quantifying into technique, namely, the fact that in order to get all the readings of a scopally ambiguous sentence, one had to stipulate that the sentence was syntactically ambiguous ([Thomason, 1974]; see [Dowty et al., 1981]). Briefly, Cooper proposes to define a function that assigns a value to syntactic trees, namely, to have their value be sets of sequences, each sequence representing a distinct ‘order of application’ of the operators that may result in an admissible interpretation of a sentence. For example, the quantifier “every tree” can ‘enter’ the derivation of the VP “climbed every tree” (whose logical form is shown in (3.9)) in two different ways: it is either possible to apply the translation of “every tree” to the predicate immediately (which yields the narrow scope reading of the existential), or to apply the predicate to the variable quantified over and ‘wait’ before applying the quantifier (which is what happens then the wide scope reading is obtained).

\[(3.9) \{\text{VP \{y \climbed\} }\]
\[\{\text{NP }\lambda Q (\forall y [Q(y)] \rightarrow \text{TREE(y)]}}\}\]

Cooper then proposes that the value of the NP “every tree” be the set of two sequences shown in (3.10). One sequence consists of a single element, the ‘traditional’ Montague-style translation of “every tree”. The second sequence consists of two elements: the result of applying the predicate CLIMBED to the variable $y$, and the semantic translation of the quantified NP, put ‘in storage’. As a result, the value of the VP “climbed every tree” consists of two sequences, as well: one obtained by applying the first element of the first sequence to the predicate CLIMB, the other obtained by applying the predicate CLIMB to the first element of the second sequence.

\[(3.10) \{\lambda P \forall y [Q(y)] (\forall y [Q(y)])\}
\[(3.11) \{\lambda y [\text{TREE(y)}] \climbed(y)] (\forall y [\text{TREE(y)}])\}\]

The value of a sentence is then obtained as usual by combining the value of the VP with the value of the NP. The value of “[Every kid climbed a tree]” is also a set of two sequences, each representing a distinct reading of the sentence.

What does this tell us about the denotation of logical forms? There is an obvious way to assign a denotation to logical forms on the basis of the function $CV$ that assigns to each logical form its ‘Cooper value’. Loosely speaking, the denotation of a logical form $\alpha$ can be defined as follows:

- Let $\alpha$ be a logical form, and let $CV(\sigma)$ be the set of single-element sequences $\{s_1\}, \ldots, \{s_n\}$. Then $\{\sigma\} = \{s_1, \ldots, s_n\}$.

In other words, that logical forms should denote sets of propositions is pretty much what one would expect, given the value assigned by $CV$ to such forms.

I use Cooper’s technique to define the semantics of logical forms in CRT. This has several advantages. First and foremost, Cooper discusses in detail how semantic and syntactic constraints on scope can be implemented by requiring that the storage be ‘discharged’ at certain positions—i.e., that the sequences ‘carried above’ those syntactic constructions that represent

---

13 As we will see below, Conversation Representation Theory is actually concerned with the interpretation of utterances, and the result of the ‘two-steps’ translation is always an underspecified expression denoting a ‘surface speech act’. Thus, the interpretation assigned to “Every kid climbed a tree” actually consists of the proposition that is true at a discourse situation if the speaker of the utterance characterized the described situation as one in which the proposition resulting from the universal quantifier taking wide scope is true; and the proposition that is true at a discourse situation if the speaker of the utterance characterized the described situation as one in which the proposition resulting from the existential quantifier taking wide scope is true. This aspect of CRT will be discussed shortly.

14 In fact, Alshawi and Crouch’s denotation function can be defined in terms of the denotation function I am going to use—namely, their function is one way of assigning a unique value to an expression $\alpha$ in a situation out of the set of values assigned by the propositions in the denotation of $\alpha$ according to my notion of denotation.
barriers, such as $\mathfrak{S}$, do not include any elements ‘in storage’. This ensures that no quantifier in a clause may take scope over quantifiers in an higher clause, or in a sister clause, thus enforcing the Scope Constraint discussed in Chapter 1.\footnote{The rather baroque way in which this definition is formulated has two reasons. First of all, an operator need not be a lexical item; for example, it is NPs that take scope, not just determiners. Secondly, we want to make sure that a transitive VP whose object is a quantified NP does not count as an operator.}

We can also use the notion of storage to get a more precise definition of operator. In §1.1, I defined operators as those components of a sentence’s meaning whose argument is not determined by s-structure alone. This can now be rephrased more precisely as follows:

\begin{definition}
An operator is a sentence constituent whose logical form representation (either a leaf or a maximal projection) has a Cooper Value consisting of two distinct sequences, one of which includes an element in storage, and the element in storage is the translation of either the Head or the Spec of the Logical Form.\footnote{Note that operators are related to what in the government and binding literature would be called constituents subject to Quantifier Raising [May, 1985; Diesing, 1992].}
\end{definition}

I said above that all meaningful expressions of type $t$ denote sets of propositions in CRT. This conclusion is actually forced upon us by the fact that ambiguity ‘propagates’: a DRS that contains a logical form among its conditions is also semantically ambiguous, and therefore must denote a set of propositions as well. And since a DRS condition may have a DRS as an argument—an example are conditions that represent predicates that take sentential complements, such as BELIEVE or TELL\footnote{For example, ‘[Spec,XP]’ is defined as the sister of $X$ at phrase structure. $X$ can be any category. The third schema characterizes adjunction structures: a new structure of type XP can be obtained by adjoining a maximal projection YP to XP.}—these conditions must denote sets of propositions as well.

We are then left with an alternative: either having in the language two kinds of conditions, one denoting sets of propositions, the other denoting propositions; or else letting all conditions (i.e., all expressions of type $t$) uniformly denote sets of propositions. The second alternative, besides being simpler, is also more general because it leaves open the possibility to deal with other kinds of semantic ambiguity—e.g., referential ambiguity and lexical ambiguity—and this is therefore the solution adopted in CRT. All DRS conditions, and all other expressions of type $t$, denote sets of functions from situations to truth values, i.e., they have the same type of logical forms. The details of the semantics are discussed in Chapter 4. I will simply add here that the clause above defining the denotation of a logical form in terms of its ‘Cooper Value’ CV must be modified as follows:

- Let $\alpha$ be a logical form, and let $\text{CV}(\alpha)$ be the set of single-element sequences $\{[\{\sigma_1, \ldots, \sigma_n\}], \ldots, \{[\{\sigma_m, \ldots, \sigma_{m+n}\}]\}$. Then $|\alpha| = [\{\sigma_1, \ldots, \sigma_{2n}, \ldots, \sigma_m\}]$.

\section{3.3 Describing Phrase Structure}

Up until now, I have been using a sort of vanilla description of phrase structure, based on a set of intuitive categories such as $\mathfrak{S}$, NP, VP, etc. In fact, the theory of phrase structure I use in the rest of the dissertation is based on the version of $\mathfrak{X}$ theory developed in the ‘principles and parameters,’ or ‘GB’ syntactic framework circa 1990 [Stowell, 1981; Chomsky, 1981; Chomsky, 1986b; Haegeman, 1991]. My main concern in this section is to highlight the differences between this approach to phrase structure characterization and the theories of phrase structure adopted in more traditional forms of context-free grammar or in GPSG [Gazdar et al., 1985].

In the simplified form of $\mathfrak{X}$ theory developed by Stowell [1981], the grammar is reduced to three ‘Phrase Structure Schemas’:

1. $\text{XP} \rightarrow \text{YP} \ X$
2. $X' \rightarrow X \ ZP$
3. $\text{XP} \rightarrow \text{XP} \ YP$

The first two schemata say that a generic maximal projection XP is characterized by a maximal projection head X, a maximal projection specifier YP (or ‘[Spec,XP]’, for short) defined as the sister of X’s mother at phrase structure, and a maximal projection complement (also called ‘[Comp,XP]’) defined as the sister of X at phrase structure. X can be any category. The third schema characterizes adjunction structures: a new structure of type XP can be obtained by adjoining a maximal projection YP to XP.

This theory of phrase structure is extremely simple, and therefore makes it very easy to define ‘generalized’ operations to combine semantic translations. It is also extremely restrictive; in particular, the following is assumed:

\textbf{Binary Branching Hypothesis:} All non-terminal nodes in a phrase structure tree have exactly two sisters.

Some obvious challenges to this hypothesis are coordination (see [Moltmann, 1992] for discussion and further references), double object constructions such ‘John gave Bill a book’ (see [Stowell, 1981; Larson, 1988] and there-insertion sentences such as ‘There is a dog in the garden’ [Reuland and ter Meulen, 1987]. The discussion of there-insertion sentences below should give an idea of the kind of analyses of these phenomena that have been proposed by Stowell and others to preserve the hypothesis.

Another characteristic of the syntactic framework adopted here is that sentences are assigned the structure in (3.12) instead of the most familiar structure in (3.13). The phrase category ‘S’ is renamed as the maximal projection of a functional category T, for Tense\footnote{Functional categories are categories not lexically realized in English, although they may be in other languages. The existence of categories such as Tense and Agr (for agreement) has been argued for since the very beginning of the transformational approach. It may be surprising, in particular, to learn that, while in English tense is usually realized by means of suffixes of the verb, in the framework adopted here it is assumed that tense occupies a position that dominates the verb at S-structure. Tense is merged with the verb at PF.} Instead of a
single $S$, a new maximal projection CP is introduced, whose head is empty in declarative matrix clauses, otherwise if filled by a Complementizer—a lexical item such as “that”—in embedded sentences, such as “Kim believes that Sandy is stupid”.

In Situation Semantics (e.g., [Gawron and Peters, 1990]), the lexical items whose interpretation depends on context are classified as parametric: their interpretation depends on the value assigned in context to one or more parameters. Pronouns, for example, are translated as parameters; and the ‘domain restriction’ effect on quantifiers is captured by stipulating that the semantic translation of a quantifier includes a parameter to be contextually determined, the resource situation. Parameters in Situation Theory are special constituents of the universe.

As seen in Chapter 1 and in the previous sections of this chapter, parameters are used in CRT to translate contextually-dependent expressions of English as well; but although the ‘dotted’ notation of Situation Theory is preserved, semantically parameters are an entirely different type of objects than in Situation Theory.

The approach to contextual dependency adopted in this dissertation is based on the assumption that a ‘context dependent’ expression is semantically ambiguous, that is, it may have more than one interpretation, and more precisely, it is referentially ambiguous, which means that its value depends on the value of some other constituent of the common ground; the ambiguity comes from the fact that this constituent is not uniquely determined.

The denotation assigned to parameters in CRT is a consequence of this hypothesis, and of the general approach to semantic ambiguity taken in this dissertation. We have seen above that expressions of type $t$, that in a situation-theoretic reconstruction of Intensional Logic denote functions from situations to truth values, denote in CRT sets of such functions; some type $t$ expressions of CRT denote singleton sets of propositions, while other expressions, such as logical forms and expressions that contain them, denote sets of greater cardinality. More generally, whenever a non-ambiguous expression of type $\tau$ denotes an object $\alpha$ in a logic like Intensional Logic, in CRT an expression of type $\tau$ denotes a set of objects like $\alpha$, and semantically ambiguous expressions are defined as expressions that denote sets of cardinality greater than one. Other kinds of semantic ambiguity can then be treated in the same way as scopal ambiguity: while in Episodic Logic an expression of type $e$ denotes a function from situations to entities in the universe, in CRT these expressions denote sets of such functions, and referentially ambiguous lexical items can be made to denote sets of functions from situations to entities of the universe of cardinality greater than one. Parameters of type $e$ are used to represent referentially ambiguous expressions; for example, $\delta_e$, a parameter of type $e$ translating the pronoun “he”, denotes in CRT a set $\{f_1, \ldots, f_n\}$ of functions from situations to possible values of “he”.

The value of parameters depends on the current discourse situation: a parameter does not denote the set of all functions from situations to objects in the domain, but the subset of those functions that map situations into objects that are ‘part’ of the current discourse situation, in a sense that will be discussed below and also in Chapter 4.

Referential ambiguity (context dependency) gets ‘resolved’ by anchoring a parameter. A parameter is anchored if only one among the functions in its denotation results in a consistent interpretation of the DRS in which the parameter occurs. A parameter can be anchored by means of equality statements of the form $[b = a]$, where $a$ is not parametric, or it is already anchored. Such equality statements make all but one of the interpretations of the parameter inadmissible.

Once a parameter is anchored, it can be replaced by a term that denotes the one function among those in the interpretation of the parameter that does not result in an inconsistent interpretation. In symbols, this can be expressed as follows. Let $\text{MATT}(s)$ be a logical predicate denoting a function that in a situation $s$ maps objects of type $e$ to 0 if the object denotes a singleton set,
to 1 if it denotes a set of cardinality greater than 1. We can then define the relation ANCHORED as follows:

\[
\text{ANCHORED}[\lambda, a] = \text{def } \{ \lambda = a \} \land \neg \text{PARAMETRIC}[a]
\]

We can use the ANCHORED relation to formulate the following DRT-style operation (schema) on DRSs:

<table>
<thead>
<tr>
<th>PARAMETER-REPLACE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triggering</td>
</tr>
<tr>
<td>Constraints:</td>
</tr>
<tr>
<td>Replace $\gamma$</td>
</tr>
</tbody>
</table>

The goal of discourse interpretation is to anchor parameters. In fact, a conversation appears to be infelicitous unless all parameters can be anchored—the referents of all pronouns and definite descriptions have been identified the domain of quantification of all quantifiers has been appropriately restricted, and so forth: so much so that listeners appear to be ready to accommodate new information (e.g., introduce into the discourse some otherwise unspecified antecedent for a pronoun) rather than leave the interpretation parametric. This intuition, first noted by Lewis [1979], is formalized by the following condition:

**Condition on Discourse Interpretation** A discourse represented by the root DRS $K$ is infelicitous unless all parameters occurring in $K$ are anchored by the end of discourse interpretation.

### 3.5 EVENTS, SITUATIONS AND DISCOURSE REPRESENTATION STRUCTURES

The concept of situation plays as important a role in CRT as it does in Situation Theory and in Episodic Logic. Just as these other theories, Conversation Representation Theory is based on the assumption that the ‘world’ can be partitioned into spatio-temporally coherent ‘chunks’ called situations, and that a primary concern of natural language is to describe what holds at a situation.

This fundamental assumption motivates the fact, already discussed in the previous section, that all expressions of CRT denote (sets of) functions from situations to the value they would receive in Intensional Logic: sentence translations denote sets of functions from situations to truth values (propositions), expressions of type $e$ denote sets of functions from situations to objects in the universe of discourse, and so forth. Also DRSs have a denotation of this type: as I said in the previous section, CRT is a type-theoretic logic, whose language includes the constructs of DRT such as DRSs and complex conditions; a DRS in CRT is an expression of type $\Gamma$ that denotes a set of propositions.\(^{29}\)

#### 3.5.1 Situation Descriptions

As in Situation Theory and Episodic Logic, there is in CRT a construct to express the fact that a situation $s$ is of the type specified by proposition $\Phi$, the expression $s: \Phi$. These expressions are called situation descriptions. The semantics of situation descriptions is similar to that of the construct $[\Phi \models s]$ in Episodic Logic and the construct $[s \models \Phi]$ in Situation Theory, except that with situation descriptions the proposition that $s$ is an instance of is specified by a DRS. The typical situation description is an expression of the form:

\[
\begin{array}{l}
\Phi_1 \\
\vdots \\
\Phi_n \\
\end{array}
\]

(3.15) $s: \Phi_1 \ldots \Phi_n$

That discourse markers can be introduced as part of the description of a situation, rather than only in DRSs, is a very important aspect of CRT since it is used to model ‘intrasentential accessibility’, as we will see below. In addition to the expression $s: K$, where $K$ may be a DRS, I also use at times the more syntax $[s \models \Phi]$ from Situation Theory when the proposition $\Phi$ is not a DRS.

I make a rather extensive use of the indexical $s'$ in the dissertation. This indexical term refers to the situation of evaluation, i.e., the value of $s'$ at a situation $s$ is itself.

#### 3.5.2 Events and Event Descriptions

In addition to situation descriptions, there are in CRT expressions of the form $e: \Phi$, called event descriptions. The distinction between events and situations does not reflect a difference in ontological status, but an informational difference. I use the term ‘event’ to refer to a situation that is introduced into discourse as the translation of a single finite clause, and is completely characterized by the information provided by the translation of that clause.\(^{29}\) For example, the

---

\(^{29}\) Loosely speaking, the set of propositions that assign 1 to a situation if all conditions are true at that situation for some assignment of values to the discourse markers. I return on this issue in more detail in Chapter 4.

\(^{29}\) Perhaps a bit confusingly, I use the term event for situation characterized by both telic and atelic predicates.
sentence “Kim greeted Sandy” introduces into the common ground an event: a situation that can be completely described by the fact that Kim greets Sandy. I use ‘situation’ both as a more general term and to refer to situations about which the common ground contains only partial information.

The difference between situation descriptions and event descriptions is similar to (and in fact, derives from) the distinction between the expressions \([\Phi \ast \Psi]\) and \([\Phi \ast \ast \Psi]\) in Episodic Logic: situation descriptions are partial characterizations of a situation, whereas event descriptions provide a complete characterization. In other words, the following schema, where \(\Phi\) and \(\Psi\) are propositions:

\[
[\exists s \in X : s : \Phi \land s : \Psi \land \neg [\Psi = \Phi)]
\]

is consistent in CRT, but the following schema is a logical contradiction:

\[
[\exists c \in X : c : \Phi \land c : \Psi \land \neg [\Psi = \Phi]
\]

Another difference between situation descriptions and event descriptions is that only situation descriptions allow discourse markers to be accessible outside the DRS in which they are introduced, as we will see below.

### 3.5.3 Situation Kinds

As it turns out, participants to conversations do not refer only to actual situations: in the TRAINS conversations, for example, it is common for the user and the system to refer to objects that are part of the plan and/or to events that are included of the plan, although the plan is not a part of the real world. As discussed in §2.2, Situation Theory allows for abstract situations in addition to actual situations. Abstract situations are not really situations, but collections of infornts, that can be used to classify actual situations: an actual situation is an instance of an abstract situation if it supports all the infornts in the abstract situation. In Episodic Logic, functions from situations to truth values, or ‘situation types’, can similarly be used to classify situations. In addition, Episodic Logic allows for the nominalization of situation types (and other predicates) by means of a kind-forming operator \(K\).²⁴

There are reasons to believe that situation kinds are the appropriate way to model the way plans are referred to in conversations (for some of these arguments, see §5.8 and §6.1). Since the situation types of Episodic Logic correspond to what I have been calling propositions, we can get situation kinds by stipulating that the model contains a set of kinds, such that an isomorphism \(\kappa\) from propositions to situation kinds can be defined. We can then define \(K\) as the object language realization of \(\kappa\). Situation kinds are introduced in the common ground by equality conditions of the form:

²⁴The kind-forming operator is closely related to analogous operators proposed in in property theory by Chierchia and Turner [Chierchia, 1984; Chierchia and Turner, 1988]. Chierchia ([1984], p. 18) attributes the proposal that Carlson’s kinds are predicate nominalizations to Cocchiarella [1978], a similar proposal was also made in [Schubert and Pelletier, 1988].
appear in these contexts, whereas strong NPs, such as “every boxcar”, “most boxcars”, “the boxcar”, and “it”, cannot occur in that position. The contrast is exemplified by (3.17).

(3.17) a. ??There is {every, the, that} boxcar in the station.
   b. There are {some, two, many} boxcars in the station.

Milsark proposed that strong NPs only have a quantificational interpretation, whereas weak NPs are ambiguous between a quantificational and a cardinal reading; only cardinal NPs are allowed in there-insertion contexts.

Barwise and Cooper [Barwise and Cooper, 1981] formulated the distinction between strong and weak NPs in model-theoretic terms. They define a determiner Det as (i) positive strong, (ii) negative strong, or (iii) weak according to whether the sentence “Det N’s are N’s” is tautological, contradictory, or contingent, respectively. Thus, “every” is positive strong, as “Every boxcar is a boxcar” is tautological; “no” is negative strong, as “No boxcar is a boxcar” is contradictory; and “three” is weak, as the truth of “Three boxcars are boxcars” depends on there being three boxcars in the domain.\(^25\)

De Jong [de Jong, 1987] reconstructs Barwise and Cooper’s distinction between strong and weak NPs as a distinction between determiners that presuppose that the denotation of the property denoted by their restriction is not empty, and determiners that do not carry such presupposition. De Jong argues that the true logical behavior of strong determiners is displayed in sentences such as “Every kid entered the room,” rather than in sentences such as “Every kid learns to walk before he learns to talk;” and that the lack of presupposition is due to the genericity of the sentence.

I follow De Jong’s proposal, that is closely related to proposals about representing domain restriction in Situation Theory (see, e.g., [Gawron and Peters, 1990; Cooper, 1993]). Before introducing my proposal, I will discuss my treatment of existential presuppositions.

### 3.6.2 Presuppositions

Presuppositions are an important part of the meaning of lexical items. Proposition $\phi$ presupposes proposition $\psi$ iff the truth of $\psi$ is vital to establish whether $\phi$ is the case: i.e., if $\psi$ is not the case, one cannot rightly ask whether $\phi$ is or is not the case. Presuppositions are most commonly tested by checking whether they follow both from a statement $\phi$ and from its negation $\neg\phi$.

Well-known examples of lexical items whose meaning is in part defined in terms of presuppositions are definite descriptions and verbs such as ‘regret’. Strawson [1950] claimed that sentence (3.18) does not appear to be either true or false in case there is no king of France, contra Russell [1905]. While this claim has been repeatedly challenged (e.g., by Neale [1990]), there is little dispute that presuppositions are involved in the meaning of “regret”: (3.19a) presupposes, rather than entailing, that John told Mary about Bill’s misadventure, as shown by the fact that the same inference can be drawn by its negation (3.19b).

(3.18) The king of France is bald.

(3.19) a. John regrets telling Mary about Bill’s misadventure.
   b. John doesn’t regret telling Mary about Bill’s misadventure.

Presupposition accommodation and its converse, usually called cancellation [Karttunen and Peters, 1979; Gazdar, 1979] are the most important aspect of presuppositions, as far as discourse interpretation is concerned. The problem of accommodation is the problem of adding to a context what is presupposed by a sentence in the context. The problem of cancellation is formulated as follows: while (3.19a) presupposes John telling Mary about Bill’s misadventure’s, (3.20) doesn’t. The presupposition gets ‘canceled’ somehow.

(3.20) If John told Mary about Bill’s misadventure, he regrets telling Mary about Bill’s misadventure.

The differences between the accounts of presupposition that have been presented in the literature usually lie in how presuppositions get canceled. What strikes me as the most plausible among these accounts is Heim’s theory, that I discuss in the next section.

### 3.6.3 Presupposition as Anaphora

Heim proposes a context-based account of presupposition. Her definition ([Heim, 1983b], p. 117) is as follows:

$S$ presupposes $p$ iff all contexts that entail $S$ entail $p$.

Heim identifies ‘context’ with ‘files,’ a notion introduced in chapter 3 of her dissertation that is closely related to the notion of DRFs (a file denotes a set of (assignment,world) pairs, much as a DRF would), and uses this definition to explain presupposition cancellation in examples like (3.20) as follows. $\text{Regret}(j, \text{Tell-About}(j,m,\text{bill-misadventure}))$ (let’s call this $\phi$) presupposes $\text{Tell-About}(j,m,\text{bill-misadventure})(\text{let’s call this } \psi)$ iff every file (assignment) that admits the former entails the latter. The semantics of the conditional (3.20) in File Change Semantics and DRT is such that in an assignment that satisfies the conditional, every assignment that satisfies the antecedent can be extended to an assignment that satisfies the consequent. The semantics of the conditional thus guarantees that every context of evaluation that satisfies $\psi$ (locally) entails $\phi$; and therefore, there is no ‘global’ requirement on the context of evaluation to entail $\psi$.

According to van der Sandt, as well [van der Sandt, 1988; van der Sandt, 1990] there is no such a thing as ‘presupposition cancellation’. He proposes an analogy with anaphora. He notes a parallelism between environments that allow for anaphora, like those in (3.21), and environments that ‘cancel’ presuppositions, like those in (3.22). Van der Sandt notes that the parallelism holds for all types of presuppositions inducers—definite descriptions, factives, clefts, presuppositional adverbs, and so forth.

(3.21) a. John owns a donkey. He beats it.
   b. If John owns a donkey, he beats it.

(3.22) a. Jack has children. All of Jack’s children are bald.
   b. If Jack has children, all of Jack’s children are bald.

\(^25\) An alternative model-theoretic formulation is proposed by Keenan [1987].
Van der Sandt proposes then that the presuppositions of a sentence are always added to the common ground; when the content of the presupposition is already part of the common ground (‘a suitable antecedent is found’), the two facts are identified; otherwise, the content of the presupposition is accommodated. The difference between anaphora and presupposition, according to van der Sandt, is that the latter includes enough material that accommodation is always possible.

Van der Sandt also proposes in [van der Sandt, 1990] an algorithm for presupposition accommodation and cancellation. This algorithm crucially relies on treating DRSs as representations. In the next section, I propose a formulation of the notion of existential presupposition according to the van der Sandt, is that the latter includes enough material that accommodation is always possible.

Van der Sandt also proposes in [van der Sandt, 1990] an algorithm for presupposition accommodation and cancellation. This algorithm crucially relies on treating DRSs as representations.

3.6.4 Presupposition, Parameters and Situation Descriptions

The separation between assertional content and presuppositional content, as well as the results obtained by the algorithm for presupposition accommodation proposed by Van der Sandt, can be achieved by assuming that the existence presuppositions associated with sentence S are statements about a situation that is not included in the situation described by S, and whose value has to be provided by context. In other words, I propose that the semantic translation of definite descriptions, and other lexical items whose meaning includes a presuppositional aspect, includes a parametric component. The truth conditions of the statement “The King of France is bald” are as shown in (3.23).

\[
\begin{array}{c}
\text{x} \\
\text{KP}(x) \\
\text{x = \_} \\
\text{Bald}(x)
\end{array}
\]

This representation includes a part that must be true at the situation of evaluation, namely, the fact that the object denoted by x in the situation denoted by s must be bald, and an existence presupposition, represented by the embedded situation description. The evaluation of x, the situation described by S, depends on there being a situation s’ that includes a King of France, that can be used as an anchor for the parameter \( \lambda \). The existence of a king of France is not part of the statements about x. On the other hand, a context of evaluation (the DRS in which the statement is embedded) must provide a value for \( \lambda \) in order for the statement to be interpretable, just as in the case of any other parameter, as requested by the Condition on Discourse Interpretation in §3.4.

The negation of the sentence gets the same presupposition:

\[
\begin{array}{c}
\text{x} \\
\text{DOC}(x) \\
\text{CAT}(y) \\
\text{BARK-XT}(x, y) \\
\text{x \subseteq s'}
\end{array}
\]

When the NP “the cat” is interpreted as anaphoric on y, the parameter \( \lambda \) is anchored to s; in other words, there is no need to accommodate a situation including a cat in order to interpret the statement.\(^{26}\) When no such anaphoric relation can be established, the presupposition can be accommodated by introducing a new sub-situation of the discourse situation s’ and letting \( \lambda \) be identical with s’.

\[^{27}\text{I discuss the translation of definite descriptions in more detail in §5.3.}\]

\[^{28}\text{The interpretation of definite descriptions is discussed more in detail in §6.5.}\]
3.6.5 Existential Presuppositions and Strong Noun Phrases

I propose that strong noun phrases are defined as those noun phrases whose semantic translation is parametric, that is, depends on context. Weak NPs, on the other hand, are those noun phrases whose translation does not depend on context. Thus, the indefinite “a boxcar” receives an ‘Heimian’ translation, as follows:

\[ \text{"a boxcar" } \leadsto \lambda P \text{ BOXCAR}(d) \land P(d) \]

where \( d \) is a discourse marker; discourse markers, as explained in §4.3, are CRT expressions that behave like unbound variables in DRT. With Milsark [1974], Diesing [1992], and others, I assume that certain determiners, like “some” and “many”, are ambiguous between a weak and a strong interpretation; under the strong interpretation, they denote a relational determiner treated like the other strong determiners below.

Roughly speaking, I assume that there are three classes of strong NPs, depending on which aspect of their translation is parametric:

- **proouns** are ‘essentially parametric;’ i.e., “he” translates as \( \tilde{h} \);
- **proper names and definite descriptions** introduce a discourse marker into context (as in DRT), but they also introduce parameters. In the case of definite descriptions, two parameters are involved: the resource situation, and the object in the discourse that the definite description is associated to.

\[ \text{"the boxcar" } \leadsto \lambda P \left[ \tilde{d} \models \text{BOXCAR}(d) \land (d = \tilde{d}) \right] \]

This translation is closely related to Heim’s translation for definites: as in Heim’s proposal, the translation for definites differs from that for indefinites in that (i) the content of the restriction is presuppositional, and (ii) the discourse marker has to have the same value assigned to another discourse marker in context.\(^{19}\)

- In the case of **strong quantifiers**, the parameter is the resource situation. Thus, “every boxcar” translates as follows:

\[ \text{"every boxcar" } \leadsto \lambda P \left[ \forall x \left[ \tilde{x} \models \text{BOXCAR}(x) \right] \right] (P(x)) \]

What this translation says is that in the case of this NP, what has to be identified in the context is a situation such that all boxcars in that situation have the property \( P \). This, of course, corresponds to performing a domain restriction on the quantifier.

---

\(^{19}\)Because of the possibility of accommodation, the hypothesis about a sentence obtained at the end of interpretation will be equivalent to the interpretation proposed by Gawron and Peters [1990] and Cooper [1993], who propose that the resource situation is always a discourse marker—thus, for example, can be unselectively bound by generic operators. This alternative, however, leaves us without a way to characterize the difference between strong and weak NPs.

\(^{18}\)Enc also arrived at the conclusion that strong NPs are all and only the NPs with existential presuppositions [Enc, 1991] although her treatment of existential presuppositions differs from mine. One of the arguments she brings in support of her thesis is the fact that in Turkish, where specific NPs are morphologically marked (they receive Acc case), all strong NPs are marked in this way (p. 10 and 11).
3.7 DISCOURSE INTERPRETATION AND THE PRAGMATICS OF DISCOURSE

In this section I briefly discuss an important discourse interpretation process occurring in the TRAINS conversations, the interpretation of definite descriptions. I do not present any new data; the facts about definite description interpretation I discuss have all been previously studied in work on discourse interpretation in Artificial Intelligence and Linguistics, such as [Webber, 1979; Grosz, 1977; Cohen, 1978; Carberry, 1990; Grosz and Sidner, 1986]. The goal of the discussion is to show the impact on discourse interpretation of pragmatic factors such as the organization of utterances in discourse segments and the position of the current focus of attention. The conclusion I intend to draw is that a new view of the common ground as a model of the discourse situation in which the conversation takes place, and in which pragmatic information is represented, is necessary to develop an account of discourse interpretation and to model conversations.

I then propose that the impact of pragmatic factors on interpretation can be accounted for by reinterpreting the role of the root DRS, and discuss how certain forms of information about the conversation can be represented in a root DRS with this kind of interpretation.

3.7.1 Definite Description Interpretation and the Common Ground

The main facts about the use of definite descriptions in the TRAINS dialogues can be illustrated with reference to the (edited) fragment in (1.61), repeated here for convenience:

(1.61)
13.1 U: not at the same time
13.2 okay
13.3 We're gonna hook up engine E2 to the boxcar at Elmira,
13.4 and send that off to Corning
13.5 now while we're loading that boxcar with oranges at Corning,
13.6 we're gonna take the engine E3
13.7 and send it over to Corning,
13.8 hook it up to the tanker car,
13.9 and send it back to Elmira
14.1 S: okay
14.2 We could use one engine to take both the tanker
and the boxcar to Elmira
15.1 U: oh, we can do that?
16.1 S: yeah
17.1 U: then bag the whole thing with engine E3
17.2 and just hook up the tanker car with the boxcar that has
oranges in it,
17.3 and take it back to Elmira
18.1 S: okay,
18.2 that's no problem.
...
29.1 U: okay,
29.2 great

Of the eight major usage types of the definite article in English [Hawkins, 1978], two are especially common in our transcripts. The two uses of the definite description “the boxcar” in (1.61), in 13.3 and 29.5, are instances of visible situation use of definite NPs, which occurs when “…the object referred to is visible to both speaker and hearer in the situation of utterance, and is furthermore unique.” (Hawkins, 1978), p.110). In order to model the visible situation use, we need to represent the fact that the speaker’s attention is focused at certain times on some objects, and that this focus of attention changes during a conversation [Grosz, 1977; Linde, 1979]. The plan discussed in (1.61) involves two boxcars, one in Elmira and one in Dansville. In 29.5 the focus of attention is apparently Dansville, since the reference to “the boxcar” is unambiguous even though three other boxcars are shown in the map. Yet, Dansville clearly isn’t the focus of attention during the whole dialogue, since another boxcar is discussed in 13.3-16.1, and at no moment in the discussion do the manager and the system seem to perceive an ambiguity, not even when “that boxcar” is used in 13.5.

The definite descriptions “the boxcar” in 14.2 and “the boxcar” in 31.2 are cases of anaphoric use of definite NPs. According to Hawkins, we have an anaphoric use when the definite article is used to refer to an object explicitly ‘entered into the memory store’ by a previous NP ([Hawkins, 1978], p.86). The fragment in (1.61) illustrates another well-known fact about definite descriptions, namely, that when a definite description is used anaphorically, the only antecedents considered are those in the same discourse segment [Reichman, 1985; Grosz and Sidner, 1986; Fox, 1987].

Each felicitous use of a definite NP in a conversation that constitutes an apparent violation of the uniqueness (or identifiability) requirement on definite descriptions provides evidence that the participants to conversations are aware that information of different sorts is not mixed together in the common ground, but that different discourse topics (and subtopics) may be identified. In the TRAINS conversations, for example, there are both statements about the world (as represented by the map) and statements about the plan: (3.29) can be used both in response to (3.30a), in which case it is interpreted as an assertion about the current status of the world, and in response to (3.30b), in which case it would be interpreted as a statement about the state of affairs at a certain point during the execution of the plan.

(3.29) B: Engine E1 is at Corning.
(3.30) a. A: Where is engine E1?
b. A: Where did we send engine E1?

In addition, different parts of the plan may be discussed at different times. For example, “the boxcar” in 31.2 is unambiguous, even though more than one boxcar has been mentioned as being part of the plan.
The topic of a discourse need not be an actual situation. For example, the participants in our conversations refer to objects and events which are part of the plan as if they were actual objects and events which actually occurred. In the following fragment, “a boxcar” is introduced into the plan by the user in sentence 3.1, and then referred to in sentence 5.1, without the user specifying which boxcar in the map he has in mind, if any.

(3.31) 1.1 U: okay, the problem is we better ship a boxcar of oranges to Bath by 8 AM.
  2.1 S: okay.
  3.1 U: now ... umm ... so we need to get a boxcar to Corning, where there are oranges.
  3.2 there are oranges at Corning
  3.3 right?
  4.1 S: right.
  5.1 U: so we need an engine to move the boxcar
  5.2 right?
  6.1 S: right.

Finally, (1.61) illustrates the need for interaction between the processes tracking attentional state and those performing intention recognition, recognized early on by Hobbs [1979]. Consider 31.2, for example. If the interpretation of the anaphoric definite “the boxcar” were to take place before intention recognition has been performed, the discourse segment which includes 31.2 would not have been determined yet, hence all potential referents ought to be considered. Conversely, if intention recognition were to take place before the referent for “the boxcar” had been identified, the plan reasoner ought to verify which action among all the actions involving boxcars in the plan is being discussed. The most crucial contribution of Grosz and Sidner was to provide an hypothesis about how discourse segmentation and intentional structure might be related.\(^{29}\)

### 3.7.2 The Common Ground as the Representation of a Discourse Situation

In [Poesio, 1993], I argue that there is a natural way to obtain a model of discourse that reflects the existence of multiple discourse topics and the effect of the focus of attention. The approach proposed there, and incorporated with some revisions in CRT, is based on the perspective on context developed by Barwise and Perry [1983], according to whom the participants to a conversation make use of the knowledge that they are themselves part of a discourse situation in which they perform conversational actions. The common ground is interpreted in Conversation Representation Theory in a way that it is different from the way it is interpreted in DRT. The root DRS is not interpreted in CRT as a characterization of a situation being described by the discourse, but as a characterization of the discourse situation: in other words, the conditions included in the root DRS describe facts that hold of the discourse situation, as opposed to facts that holds of the situation described by an utterance. In addition, the root DRS also contains information about the existence of a set of discourse topics, that are referred to by the utterances that are included in the discourse situation.

\(^{29}\) An interesting phenomenon that I won’t be able to discuss here is the fact that the participants in our conversations may refer to certain objects by means of descriptions which can only be interpreted if the hearer has ‘kept track’ of the plan—for example, the definite “the boxcar that has oranges in it” in 17.2 of (1.61).

I show in [Poesio, 1993] that once definite description interpretation is formulated in situation-theoretic terms, the hypothesis that the common ground consists of information about the discourse situation gives us an explanation for a number of the observations about the semantics of definite descriptions reported in the previous section that does not require formal tools other than the notions of situation and of truth at a situation. And because of the way the semantics of the constructs of DRT is reinterpreted in CRT, this change in perspective does not lead to the introduction of hosts of new formal constructs; this will become evident in the next two sections.

For the purposes of this dissertation, it will be sufficient to consider a subset of the information contained in the discourse situation. In addition to information about discourse topics, we will need to assume that the common ground contains information about which utterances refer to which discourse topics. This information can be represented by assuming that the root DRS contains conditions that describe the utterance situations—or, as I will call them here, conversational events—that compose the discourse situation. These conditions are important because I assume here the hypothesis discussed in [Poesio, 1993], according to which discourse segmentation is nothing else but the organization of conversational events in ‘threads,’ and therefore information about discourse segmentation can be reduced to information about particular situations that represent these threads. I will only use a very simple classification of conversational events: the conditions I use classify utterances as statements, questions, and imperatives. Conversational events and the representation of their impact on the common ground in CRT are discussed in §3.8.

### 3.7.3 Focus of Attention and Visual Attention

The model of the discourse situation must also include information about the current focus of attention. I reviewed in §3.7.1 Grosz’s theory about the relation between focus of attention and the ‘visible situation’ use of definite descriptions. According to Grosz, when an object is in the current mutual focus of attention, it can be felicitously referred to by means of a definite description even though other objects of the same type have been introduced in the discourse or are part of the visible situation.\(^{30}\)

It is assumed within the Situation Theory literature that the object of visual attention is a situation; I make the same assumption, and call this situation situation of attention.\(^{31}\) It is also assumed in Situation Theory that of all the objects in the visual field, only those within the current range of visual attention are actually ‘seen.’\(^{32}\) I therefore use a two-place \(SE\) relation between an agent and a situation the agent is actively ‘looking at’ analogous to the one used by Devlin ([1991], ch.7). Finally, I use a relation \(MSE\) between pairs of agents and situations to model the notion of current mutual situation of attention. Two agents \(a\) and \(b\) mutually see

\(^{29}\) The ‘focus of attention’ studied in the literature on definite description interpretation is called object of visual attention in some psychological work on visual attention [Allport, 1987].

\(^{30}\) The situation of attention plays in Conversation Representation Theory a role similar to Barwise and Perry’s ‘object we are attending to’ ([1983], page 87). Assuming that the focus of attention is a situation leads to simpler axioms relating the current focus of attention to the resource situation and allows for more than one object to be in the current focus of attention.

\(^{31}\) The distinction between ‘seeing’ and ‘seeing that’ has been repeatedly discussed in the Situation Semantics literature [Barwise and Perry, 1983; Devlin, 1991].
a situation \( s \), written \( \text{MSEE}(a,b,s) \), if they mutually know that both of them see the situation. I assume that each situation of attention is shared.\(^{26}\)

In the TRAINS conversations, the situation of attention is always a sub-situation of the ‘map world’ situation. The participants in our conversations do not, however, group the information from the map on the basis of some random order of selection; the sub-situations used as situations of attention always consist of the information about a town in the map at a certain point in time. Presumably, this is because the conversational participants only refer to situations they may expect the other participant to be able to ‘build’ as well.

I use the function \( \text{PLACE}(p,s,t) \) to denote the situation characterized by the facts which are true at location \( p \) at time \( t \) in situation \( s \).

### 3.7.4 Common Ground and Mental States

What the model of discourse proposed in CRT does not include is a representation of the mental state of the participants to the conversation. Developing such an account would require solving an exceedingly large number of open problems, not the least of which is choosing of which ‘mental perspective’ to model. The literature on discourse interpretation—Grosz and Sidner, Cohen, Levesque and Perrault, for example [Grosz and Sidner, 1986; Cohen and Levesque, 1990; Perrault, 1990]—aims at developing a theorist’s logic, that is, a characterization of the agent’s mental states and how utterances affect them ‘from the outside’: the motivation is that that is all we can get at, since all we have are transcripts of conversations. Ultimately, however, an agent’s logic—that is, an account of what goes on in an agent’s mind when hearing an utterance—would be most desirable for trying to understand the actual reasoning processes of people.\(^{37}\) By basing my account on DRT, I have implicitly adopted an agent’s perspective: the root DRS may be thought of as a characterization of one agent’s beliefs about what’s mutually believed. I have, however, simplified the task in a number of ways, not the last of which is the assumption that all information in the common ground is ‘of the same type,’ namely, information about beliefs, as opposed to information about desires, goals, etc.\(^{28}\) I have been able to make this simplifying assumption because I do not discuss speech act recognition, but it’s clear that a more complete model would need to deal with this important aspect of discourse modeling as well.

### 3.8 DISCOURSE SEGMENTATION AND CONVERSATIONAL EVENTS

In [Prasad, 1993], the connection between utterances and their ‘discourse topic’ is formulated in terms of a simple theory about the kind of information about speech acts that is part of the common ground. That proposal has been incorporated in CRT; I review it in this section.

\(^{26}\)Note that in a logic of knowledge like S5 this would follow from the definition of ‘mutual seeing,’ the fact that each mutually seen situation is actual, and the veracity axiom of Situation Theory.

\(^{27}\)This apt distinction has been proposed by Devlin.

\(^{28}\)A version of DRT that does not make this simplification, and in which every item in the common ground is marked with its ‘color’: belief, desire, want, etc., is sketched by Kamp in [Kamp, 1990].

### 3.8.1 Discourse Segmentation and Speech Acts

Grosz and Sidner [1986] account for the interaction between discourse segmentation and anaphoric uses of definite descriptions discussed in §3.7.1 by assuming that discourse segmentation is ‘parasitic upon the intentional structure’ ([1986], p.180). According to G&S, whether a hearer interprets a utterance \( u \) as being part of a discourse segment \( ds \) depends on whether the intention(s) expressed by \( u \) (its discourse segment purpose) are related to the intentions expressed by the discourse segment.\(^{29}\) Grosz and Sidner propose that intentions may be related in two different ways: when a discourse segment purpose is part of the satisfaction of another discourse segment purpose, the second purpose is said to dominate the first; if, instead, satisfying one intention is a prerequisite for satisfying a second one, the first intention is said to satisfy-precede the second intention.

Grosz and Sidner’s proposal effectively establishes a connection between discourse segmentation and speech act theory. In particular, identifying the segment in which an utterance is included becomes, in Grosz and Sidner’s theory, a matter of inferring the connection between the intention(s) expressed by that utterance (essentially, the illocutionary act performed by the speaker of that utterance) and the current discourse intentions. Although many details still have to be worked out (in particular, no full account of illocutionary act inference exists), there is a widespread feeling that the basic ingredients of the account are correct.

My own proposals about discourse segmentation are an elaboration of Grosz and Sidner’s. What I am concerned about is to show how Grosz and Sidner’s proposals fit together with the idea that the common ground consists of information about the discourse situation in which the participants to a conversation find themselves. The connection is as follows: the participants to a conversation share not only knowledge that certain utterance situations have occurred, but also that these utterance situations ‘fit together’ in courses of action. The organization of utterance situations in courses of action, and the dominance relations between courses of action, replace Grosz and Sidner’s intentional structure. I discuss below how I propose to reconstruct their notion of focus space stack.

### 3.8.2 Speech Acts in Natural Language Processing

The aim of the work on intention recognition of Allen, Cohen, Levesque, Perrault and others [Cohen and Perrault, 1979; Allen and Perrault, 1980; Grosz and Sidner, 1986; Cohen and Levesque, 1990; Perrault, 1990] is to model the process by which the addressee comes to recognize the speaker’s intentions in uttering a sentence. As the literal intention of an utterance can be rather different from the actual intention, recognizing these intentions may require complex reasoning.

The unifying characteristic of these models is the assumption that by uttering a sentence, a speaker is performing a speech act [Austin, 1962; Searle, 1969]. A declared goal of some recent research, most conspicuously the work of Cohen and Levesque [1990], is to derive the properties of speech acts observed in the earlier literature from general properties of actions, instead of stipulating the properties of illocutionary acts. Hence, part of the task of those engaged...
in this line of research is to develop a model of actions from which the general properties of conversations may be derived.

The theories of action developed in this literature are, for the most part, of no concern to us; all we really need, for the purposes of this dissertation, is the assumption that the discourse situation includes actions performed by the participants to the conversation that are not in principle different from any other kind of action, together with an axiom to the effect that the occurrence of a conversational event causes a state of the hearer believing that a certain event occurred. An axiom of this kind is included in all theories of speech acts; Perrault [Perrault, 1990] calls it the Observability Axiom ([Perrault, 1990], p.172):

Observability : \( \vdash D_{\alpha} \land D_{\alpha} \land B_{\beta, \alpha} \supset B_{\gamma, \alpha} \land D_{\alpha, \alpha} \)

\( D_{\alpha, \alpha} \) reads “\( x \) did \( \alpha \) at time \( t \)” while \( B_{\gamma, \alpha} \) reads “\( x \) believes at time \( t \) that \( p \).” The axiom can be paraphrased as follows: if \( x \) performs action \( \alpha \) at time \( t \), and \( y \) is observing \( x \) at time \( t \), then \( y \) will believe at time \( t + 1 \) that \( x \) did \( \alpha \) at time \( t \). As we will see below, the first step of interpretation in CRT is essentially a reformulation of the Observability Axiom in a DRT-like framework.

### 3.8.3 Speech Acts in Situation Theory and Conversation Representation Theory

As discussed in §2.2, in Situation Semantics, as well, it is assumed that discourse situation contains sub-situations, called ‘utterance situations,’ that correspond to speech acts. In other words, it is assumed in Situation Semantics that a discourse situation contains such sub-situations as the following utterance situation \( u \), corresponding to the locutionary speech act performed by agent \( a \) in telling \( b \) that \( \Phi \):

\[
[u \models TELL(a,b,\Phi)]
\]

Situation Theory’s ‘utterance situations’ are called conversational events in CRT. The information that becomes part of the common ground as the result of a telling \( b \) that \( \Phi \) includes information about the occurrence of a locutionary act; this effect can be represented by adding to the root DRS representing the common ground a new discourse marker \( ce \) and an event description characterizing \( ce \) so as to obtain the following root DRS as the result of an utterance:

```
...ce ...
...
\( ce: TELL(a,b, s:K) \)
...
```

The event description reads: the (conversational) event \( ce \) can be completely characterized as an instance of the type of event in which the predicate \( TELL(a,b,s,K) \) holds, where \( s:K \) is a situation description stating that a certain situation \( s \) is of the type specified by the content of the locutionary act, characterized by the DRS \( K \) containing \( \Phi \) as sole condition.

The situation \( s \) is called in Situation Theory the described situation. As it’s not the case that all utterances describe situations, and assertions are not always about actual situations, I use instead the term discourse topic to refer to the situation or situation kind that an utterance is ‘about’.

A set of conversational event generation rules (CEGR) specify what gets added to the root DRS as the result of various types of locutionary acts. The conversational event generation rule for declarative sentences can be rephrased as stating that the occurrence of a (conversational) event \( ce \) of \( spkr \) telling \( hearer \) that \( \Phi \) results in augmenting the common ground (i.e., the root DRS) with information to the effect that \( spkr \) told \( hearer \) that \( \Phi \). The connection between this rule and Perrault’s observability axiom should be obvious.

As I intend to ignore in this dissertation the problem of inferring illocutionary acts, I made the following simplifying assumptions. I assume, first of all, that the locutionary act associated with an utterance can be recognized on the basis of syntactic and prosodic information only, and that the conversational event generation rules originate locutionary acts, as in Hwang and Schubert’s proposal [Hwang and Schubert, 1993]. I distinguish between three classes of locutionary acts: TELL, ASK, and INSTRUCT. Finally, and most importantly, I assume that, although Grosz and Sidner’s intentional structure depends on the relation between the illocutionary acts associated with utterances, one can derive relations between the locutionary acts from the relations between illocutionary acts. In other words, I assume that, if the locutionary act \( ce \) of saying that \( P \) generates the illocutionary act \( i \), and if \( i \) is inferred to be subordinate to the discourse segment purpose associated with the segment \( ds \), \( ce \) will also be subordinate to \( ds \). I leave for another occasion the discussion of the inferences that result in associating the illocutionary act \( i \) with the locutionary act \( ce \), and in establishing that \( i \) is subordinate to \( ds \).

### 3.8.4 Conversational Threads, Discourse Topics, and Discourse Segmentation

The effect of discourse segmentation on anaphoric accessibility is formalized by Grosz and Sidner by means of an abstract data structure called the focus space stack. As long as an utterance is part of the current discourse segment, the discourse referents evoked by that utterance are added to the ‘focus space’ on top of the stack, and the discourse referents in that focus space are accessible for anaphoric reference. When an utterance introduces a discourse segment subordinate to the current one, a new focus space is pushed onto the stack. When an utterance completes the current discourse segment, the current focus space is popped from the stack.

I believe that Grosz and Sidner’s proposal can be recast in a straightforward way using situations and their relations instead of focus spaces. Moreover, I believe that by reformulating their account in this way, a better understanding of what the theory predicts is gained.

I propose, first of all, that just like all other events, conversational events are parts of courses of actions. This notion was introduced by Barwise and Perry in [1983] without much discussion; however, I find it useful in the context of discourse segmentation.
what I mean by a course of action here is a collection of events that can however be referred to as a unique object, analogously to a group in Link’s [1983] sense. A total order relation is defined on courses of action, so that we can talk about the last event in a course of action, the previous event, and so forth. (See Chapter 4.) I use the term conversational threads for courses of actions involving conversational events. Conversational threads are the CRT equivalent of discourse segments.

Secondly, I propose that the information added to the common ground as the result of an utterance includes not only the information that a conversational event occurred, but also that that conversational event is part of a conversational thread yet to be determined. This is represented by the following CRT expression:

\[
\text{ce} \\
\text{ce:} \quad \text{TELL} / \text{spkr.hearer}, \text{\(\alpha_1\)}: \quad \emptyset
\]

Note that two parameters are used in this situation description. One parameter, \(\alpha_1\), represents the conversational thread. One of the tasks of discourse interpretation is to anchor this parameter, i.e., to identify the conversational thread of which a conversational event is a constituent. We won’t be concerned with this aspect of discourse interpretation; in general, whether a conversational event is perceived as part of a conversational thread depends on how the intentions expressed by that event are related to the intentions expressed by that thread.

The second parameter in (3.32), \(\alpha_2\), represents the discourse topic that the utterance is about; this has to be identified as well. What makes a set of conversational events a thread is the fact that they are all about the same discourse topic. The specific events described by the conversational events in a thread are sub-situations of the discourse topic of that thread. The discourse topic of a conversational thread \(\mathcal{c}\) that dominates the conversational thread \(\mathcal{c}’\) is a sub-situation of the discourse topic of \(\mathcal{c}’\).

If we treat discourse topics as situations, we get a natural reformulation of the focus space stack model. The properties that Grosz and Sidner attribute to the focus space stack are also properties of situations. Each operation on the focus space stack can be reformulated as an operation on situations: ‘adding to a focus space’ corresponds to ‘adding new constituents,’ ‘pushing’ corresponds to ‘create a new situation which informationally includes the previous one,’ and ‘popping’ corresponds to ‘selecting a situation informationally included in the previous one.’ For each NP of the current utterance which introduces an anaphoric antecedent (and hence would result in the addition of an object to the focus space), a new constituent is added to the current topic. An utterance that opens a sub-segment results in a new conversational thread being open, whose discourse topic informationally subsumes the discourse topic of the previous conversational thread. An utterance that closes a discourse segment and pops to a previously current discourse segment results in the corresponding discourse topic becoming current.

Replacing the focus space stack with a structure of situations has several advantages. First of all, it is much simpler to understand the connection between this proposal and Grosz’s earlier work on implicit focus [Grosz, 1977]. The objects in ‘implicit focus’ are simply the constituents of a discourse topic not explicitly mentioned in the conversation. (For example, the objects needed to ensure that the plan can get carried on: thus, after referring to “an engine”, we can refer to “the driver”, and so forth.)

Secondly, we get a principled way to choose the discourse segment that the referent of a NP is part of in case nested segments are present; choosing the ‘top of the stack’ often results in undesirable pops. For example, imagine that we plan to move a boxcar of oranges from Bath to Corning, and we start talking about a sub-plan: say, moving a boxcar from Avon to Bath. Say that an object that gets used throughout the plan (e.g., the engine moving the boxcar) is first mentioned during this phase of the conversation. According to the focus space approach, we ought to make the engine part of the focus space associated with the sub-plan. But this would predict that when we have completed the sub-plan, the engine should no longer be accessible, which is false: we can clearly refer to that very same engine when proceeding to a subsequent part of the plan (for example, sending the boxcar full of oranges to Corning). If we assume that we are talking about situations, and we know something about the kind of situation we are trying to achieve (say, we know that an engine may be involved in more than one part of the plan), we may hypothesize when the engine is first introduced whether this is going to be a ‘local’ constituent, or a ‘global’ constituent of the plan.

A final comment concerns the separation made here between discourse segmentation and the focus of attention, that in Grosz and Sidner’s theory are merged.60 G&S imply that their focus space stack is a formalization of all the relevant aspects of the attentional state. They acknowledge, however, the need for additional mechanisms such as centering for the purpose of modeling pronoun resolution (p.191) and do not make specific suggestions concerning the integration of focus of attention and discourse segmentation. I believe that maintaining a distinction between the structures used to interpret anaphoric and visible situation uses of definite descriptions leads to a clearer theory.61

3.8.5 Conversational Event Generation Rules

The first step of the version of the DRT construction algorithm discussed by K&R, applied to sentence s, consists of adding the s-structure of the sentence to the root DRS. As discussed above, the first step of the CRT construction algorithm is to add to the root DRS (that we now see as providing a characterization of the discourse situation) an underspecified representation characterizing the conversational event that just occurred. Conversational event generation rules specify what gets added to the common ground, according to the kind of conversational event.

In this section I discuss the three CEGRs used for the TRAINS conversations. For simplicity, these rules are presented using the format adopted by Kamp and Reyle to present their operations on condition sets; the conversational event generation rules are not, however, rules like the other model construction rules presented in the dissertation. That is, they are not rules that may be applied to a logical form once this logical form gets added to the root DRS. The CEGRs presented below are best seen as summarizing the contribution to the common ground of an utterance, given the its syntactic structure and prosodic features.

60Discourse topics provide the segmentation mechanism necessary for dealing with anaphoric uses of definite descriptions; my model of the focus of attention is discussed in §6.1.

61Some recent work on attention also points out the need for a separation between the attentional components involved with different senses [Allport, 1987].
I assume, following Hwang and Schubert [Hwang, 1992; Hwang and Schubert, 1993], that the logical form includes a **surface speech act operator**: DECL for declarative utterances, QUES for interrogatives, and IMPER for imperative utterances. I only assume the existence of such operators, without providing a truth-conditional characterization of the distinction between declarative sentences, interrogatives, and imperatives.\footnote{Classical references on interrogatives are [Belnap, 1982; Berman, 1991; Engdahl, 1986; Ginzburg, 1992; Groenendijk and Stokhof, 1989; Karttunen, 1977]. The literature on imperatives is much more limited: two proposals I am aware of are [Haanstra, 1987; Merin, 1991]. A computational treatment of a class of imperatives is discussed in [Di Eugenio, 1993].}

I also assume that these operators are the translation of syntactic markers that occupy at s-structure the position of [Spec, CP], the `highest' maximal projection contained in a clause. According to the analysis of wh-questions adopted in Government and Binding theory as presented by Haegeman [1991], the wh-phrases occupy at s-structure the position of specifier of CP. The sentence “Which engine shall we send to Corning,” for example, is analyzed as in (3.33): the auxiliary “shall” moves to the position of head of CP leaving behind a trace, while the wh-phrase moves to the position of specifier of CP.

(3.33)

The presence of a wh-phrase in [Spec,CP] indicates that the sentence is a wh-question. We can generalize this proposal and assume that the surface speech act expressed by a sentence is always specified by an operator in [Spec, CP]. In the case of wh-questions, the operator is the translation of the wh-phrase. In the case of other kinds of sentences, I assume that the position of [Spec,CP] is occupied by one of the three surface speech act operators listed above. For example, the declarative sentence “John loves Mary” results in a logical form that, ignoring the analysis of the clause ‘John loves Mary,’ is as follows:

I emphasize that nothing in the theory depends on the surface speech act indicators assuming this particular syntactic position.

The first conversational event generation rule, CEGR.DECL, specifies what gets added to the common ground in CRT as the result of a declarative utterance. Declarative utterances are utterances whose logical form includes a DECL operator in the specifier position of CP. As discussed above, uttering a declarative sentence results in adding to the common ground a new conversational event of type TELL, ce. I also mentioned that TELL is a relation between two agents and a situation description. According to CEGR.DECL, the contribution to the common ground of a declarative utterance is an instance of a TELL event whose content is a parametric situation description that includes as a condition the subtree of the logical form that appears in \([\text{Comp,CP}]\).\footnote{In general, every CP in a sentence results in a new situation description.} The new conversational event is in turn part of a conversational thread (discourse segment) to be identified.

<table>
<thead>
<tr>
<th>CEGR.DECL</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Triggering configuration</strong></td>
</tr>
</tbody>
</table>
| ?

<table>
<thead>
<tr>
<th>CP</th>
</tr>
</thead>
<tbody>
<tr>
<td>DECL</td>
</tr>
<tr>
<td>C</td>
</tr>
<tr>
<td>TP</td>
</tr>
<tr>
<td>XP_1 ... XP_n</td>
</tr>
</tbody>
</table>

**Introduce into Con**, ce:

\[
\text{ce} @ \text{now} \\
\text{ce} \sqsubset \text{ce}_1
\]

The second conversational event generation rule, CEGR.QUES, describes the effect on the common ground of a yes-no question, defined as a sentence whose logical form includes a QUES mood operator in [Spec,CP]. Such an utterance results in the addition to the common ground of a surface conversational event of type ASK.
Finally, the rule CEGR.IMPER specifies the effect on the common ground of uttering an imperative sentence: an event description characterizing a conversational event of type INSTRUCT is added to the root DRS. Note that this type of conversational event differs from the previous two in that its third argument is a situation kind, as opposed to a situation. This captures the intuition that imperative sentences are tenseless, as well as the fact that the complement of “instruct” is an infinitival clause.\textsuperscript{10}

\textsuperscript{10}The treatment of infinitivals in CRT is derived from Hwang and Schubert’s, where infinitivals denote situation kinds. Their treatment in turn is a modification of Chierchia’s [1984], where infinitivals are taken to denote properties. I discuss the semantics of infinitivals in §5.8.

3.8.6 Micro Conversational Events

The main reason I mentioned above for assuming that the common ground includes information about the occurrence of conversational events (instead of only information about the propositional content of these events) was the need to explain how a conversation may have more than one discourse topic. But when one starts looking at actual conversations, one soon realizes that there are additional reasons for taking such a step. One of these reasons is the fact that single lexical constituents of a sentence, and perhaps even the phonemes that form these lexical items, appear to have an impact on discourse interpretation possibly separated from the impact of the sentence as a whole, thus their occurrence must be recorded in the common ground. In this section I briefly discuss this point, and I sketch a proposal about discourse interpretation that accounts for these data; a more detailed discussion is in preparation.

Two interpretation processes that appear to depend on the occurrence of such utterance fragments in the common ground are grounding and repair. Grounding [Clark and Brennan, 1990; Clark and Schaefer, 1989] is the process by which speaker and hearer achieve ‘mutual understanding’. Typically, a speaker does not go on with an utterance until she’s finished, but waits for the hearer to acknowledge parts of what she just said before continuing. Consider the following example, a slightly edited fragment of one of our transcripts:
If we assume that each contribution to the conversation is recorded in the common ground, we must assume that the fragments in 1.1, 3.1 and 5.1 are added to the common ground, and then somehow ‘merged’ into a complete utterance. If we assume that the common ground is a picture of the discourse situation, and that the effect of 1.1 and 3.1 is to add micro conversational events to the common ground, the fragment in (3.34) does not present particular problems. Also, the reasoning involved in assembling 1.1, 3.1 and 5.1 into a single conversational event is in many ways similar to the reasoning involved in assembling several conversational events into a single conversational thread.

As neither 1.1 nor 3.1 denote sentential objects (thus, these objects cannot be simply added to the current DRS), the only alternatives to the ‘micro conversational events’ hypothesis are to assume either that grounding takes place prior to semantic interpretation, or that each utterance fragment is ‘completed’ obtaining an object of type it before adding it to the common ground. Because an utterance fragment can be completed in many different ways, the second proposal can only be made to work if the type it expression added to the common ground is somehow underspecified, so this proposal can be seen as a simplified version of one variant of the micro conversational events theory. As far as the first alternative is concerned, the phenomenon of repair shows that it won’t work. For example, the transcript in Fig. 1.2 includes the following fragment:

<table>
<thead>
<tr>
<th>UU#</th>
<th>Speaker: Utterance</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.1</td>
<td>U: so we should move the engine at Avon,</td>
</tr>
<tr>
<td>9.2</td>
<td>: engine E, to ... (inc)</td>
</tr>
<tr>
<td>10.1</td>
<td>S: engine E1</td>
</tr>
<tr>
<td>11.1</td>
<td>U: E1.</td>
</tr>
<tr>
<td>12.1</td>
<td>S: okay</td>
</tr>
<tr>
<td>13.1</td>
<td>U: engine E1, to Bath, to (inc)</td>
</tr>
<tr>
<td>13.2</td>
<td>: or, we could actually move it to Dansville, and pick up</td>
</tr>
<tr>
<td></td>
<td>: the boxcar there</td>
</tr>
<tr>
<td>14.1</td>
<td>S: okay</td>
</tr>
</tbody>
</table>

That the ‘system’ performs a repair in 10.1 indicates that the referent of “the engine at Avon” in 9.1 has been interpreted, and found to be different from the referent of “engine E”. This indicates that 9.1 and 9.2 have already been interpreted at the point in time in which the system utters 10.1, which is prior to the user’s completing its sentence.

There is an additional reason to assume that the common ground contains utterance fragments—in fact, that utterance fragments may be taken to be part of the common ground no matter what kind of discourse is processed, including written text. This is the fact that listeners may have different preferred readings for sentences whose s-structure is different, but that arguably are semantically ambiguous in the same way (that is, they denote the same set of propositions). One example is the contrast between active and passive sentences discussed by Kurtzman and MacDonald:

(3.34) a. Every kid climbed a tree.
   b. A tree was climbed by every kid.

Assuming a theory of the passive such as Parsons’ [1990], both the logical form that translates (3.36a) and the one that translates (3.36a) denote the same set of interpretations if we use the storage technique to compute the denotation, yet we have seen how people have very different preferences when interpreting the two sentences. The same is true for the examples discussed by Reinhart, in which, again, two sentences that truth-conditionally appear to be equivalent, result in very different scopings preferences:

(3.37) a. Some reporter interviewed Kissinger in every town.
   b. In every town, some reporter interviewed Kissinger.

We could give two explanations for this: either it is the case that discourse interpretation works off some sort of representation, so that it is sensitive to differences in representation even when they do not correspond to differences in informational content (one often finds this idea, albeit implicitly, in the DRT literature); or else it must be the case that the common ground resulting from an utterance of (3.37a) is different from the common ground resulting from an utterance of (3.37b), but this difference has to do with the discourse situation, rather than with the semantics of the sentence. I propose that the latter is the case, and that the additional information consists of information about the occurrence of utterance fragments and how these fragments compose into larger fragments. For example, (3.37a) differs from (3.37b) because the latter corresponds to an utterance fragment in which the temporally ordered fragments “in every town” and “some reporter interviewed Kissinger” are composed.57

More precisely, I claim that after hearing the PP “in every town”, the common ground is augmented with a new object, that I call utterance fragment. I assume a function U that maps logical form fragments into properties that are true of utterance fragments whose semantic translation is an instance of that logical form fragment. For example, hearing the PP “in every town” results in adding to the common ground a new discourse marker f s, and the following condition:

\[
PP \leftarrow \lambda P \lambda x \lambda y \left[ \text{x} \in \text{[TOWN(x)]} \right] \quad (f_s)
\]

An utterance fragment gets also added to the common ground upon hearing the TP “some reporter interviewed Kissinger”; let’s call this f2. In fact, I propose that the common ground contains one such utterance fragment for each lexical item in the utterance, together with utterance fragments that correspond to the sentence constituents that are built out of more basic constituents, whenever the listener believes that the speaker intended the utterance fragments to be ‘put together’ in that fashion. I propose to represent this by allowing logical forms to have

---

57The repeated occurrence of the definite “the latter” in the previous paragraph is not entirely fortuitous. I believe that definitions such as “the former” and “the latter” provide additional evidence that the common ground of a conversation (or of texts) includes information about which noun phrases were used in which temporal order, rather than simply about the denotation of sentences.
utterance fragments as nodes; thus, the utterance fragment obtained by combining the utterance fragment for the PP "in every town" with the TP "some reporter interviewed Kissinger" is as follows:

\[
U_f \quad TP \\
\delta(f_1) 
\]

A logical form one of whose nodes is an utterance fragment \( f \) has the same denotation as the logical form in which \( f \) has been replaced by the logical form fragment \( l \) such that \( U(l)(f) \) is the case.

Furthermore, I propose that the common ground contains, for each utterance fragment \( f \), a 'micro conversational event' of uttering \( f \). Thus, when hearing 'in every town', the following is also added to the common ground:

\[
U_f \quad \text{UTTER} \quad \langle \text{spkr}, f_1 \rangle \\
\delta_1, \delta_2 \quad \text{UTTER} \quad \langle \text{spkr}, f_1 \rangle \\
\delta_1 \quad \text{GENERATE} \quad \{u_1, u_2, u_3, \delta_1, \delta_2\}
\]

One such micro conversational event is also added to the common ground for each utterance fragment that gets 'assembled'.

In general, I propose that utterances are processed as follows. A listener begins to process a contribution to a conversation by adding to the common ground a new course of action: for example, when beginning to process the sentence "A boxcar left", i.e., when starting to process the first lexical item, "the", a conversational participant adds to the common ground a situation description of the form:

\[
\delta_1, \delta_2 \quad \text{UTTER} \quad \langle \text{spkr}, f_1 \rangle \\
\delta_1 \quad \text{UTTER} \quad \langle \text{spkr}, f_1 \rangle \\
\delta_1 \quad \text{GENERATE} \quad \{u_1, u_2, u_3, \delta_1, \delta_2\}
\]

Upon hearing the second lexical item, the noun "boxcar", a new utterance fragment and a new micro conversational event are added to the description of the situation. Once the listener recognizes that the determiner and the noun are meant to constitute an NP, a new utterance fragment and conversational event are similarly added. At any moment during this processing a repair may be needed, and in fact, it’s by no means certain that the contribution will be concluded and result in a conversational event; if that happens, however, the conversational event is also added to the common ground, together with the information that it was generated by the micro conversational events. We obtain, in other words, something like the following:

This solution has several advantages. First of all, the two 'Kissinger' sentences discussed by Reinhart, although truth-conditionally equivalent, result in different additions to the common ground (i.e., different micro-conversational events and utterance fragments are added in the two cases). Secondly, it provides a level of interpretation at which grounding and repair phenomena can be dealt with without assuming that they take place prior to interpretation: (3.35), for example, can be analyzed as a case in which the interpretation of the definite description "the engine at Avon" is 'triggered' by an utterance fragment, thus takes place before the rest of the sentence is interpreted.

In the rest of the dissertation, I assume that this information is added to the common ground, without however presenting it. I also usually write the rules that depend on certain syntactic configurations without specifying that they actually depend on certain utterance events having occurred, because that's always the case.
3.9 WEAK AND STRONG DEFAULTS IN DISCOURSE INTERPRETATION

The construction rules introduced in DRT can be seen as a generalization of the notion of inference rule used in traditional logic. The discourse interpretation rules discussed in Chapter 6 encode both commonsense reasoning and the 'interpretive' reasoning involved in assigning a scope to certain operators or in identifying the interpretation of certain contextually-dependent expressions. Some discourse interpretation rules resemble the rules of the DRS construction algorithm in that they are 'triggered' by particular syntactic configurations, in combination with facts about the discourse situation (I will reserve the term model construction rules to indicate the rules that more closely correspond to the rules of the DRS construction algorithm, modulo their dependency on discourse interpretation formulated as the Anti-Random condition), whereas other rules are more like the axioms normally used to formalize commonsense reasoning.

As discussed in §1.5, I have also adopted the hypothesis that there are two basic categories of construction rules, strong interpretation rules (also called signal-based), and weak default rules (or expectation-based). This hypothesis corresponds to the hypothesis that, when interpreting an utterance, people rely on expectations that however can be overridden by 'signals' such as lexical priming or anaphoric associations, independently arrived at in work on Conversational Analysis [Levinson, 1983], definite description interpretation [Haviland and Clark, 1974; Crain and Steedman, 1985], pronoun interpretation, and tense interpretation [Kameyama et al., 1993].

I have proposed in §1.5 that the same strategy is at work in scope interpretation, and I have mentioned there that this interaction can explain the scope preferences observed in the literature and in our conversations. I proposed there that the preference for Subjects to be interpreted as part of what's given is a 'weak' interpretation rule that can be overridden by other discourse interpretation procedures—for example, the procedures that interpret definite descriptions, or those that assign to preposed PPs the role of given—all of which are, I propose, strong interpretation procedures. This accounts, I propose, for the contrast between (3.40a) and (3.40b)

\[(3.40)\]

a. Some reporters interview Kissinger in every town.
b. In every town, some reporters interview Kissinger.

Conflicts arise whenever two rules of the same 'strength' may apply: for example, in the case of passives, where two 'weak' rules generate a conflict.

\[(3.41)\]  A tree was climbed by every kid.

In general, computing the extension of a theory with potentially conflicting rules is not an easy task. To keep matters simple, I have assumed a conflict resolution strategy based on several phases of rule application. During the first phase, only the strong rules may apply. This may result in a partial or perhaps even complete hypothesis about the utterance. When no strong rule may be applied anymore, a second phase ensues, during which only the weak rules may apply.

To illustrate, consider (3.40b). During the first phase, in which strong defaults are applied, the relevant set of towns is identified as the topic because of its occurrence in a quantified information about the occurrence of conversational events and their temporal order, or about the attentional aspects of the discourse situation. This position will hardly seem surprising to those who are familiar with the literature on discourse interpretation [Hobbs, 1979; Grodz and Szidony, 1986; Clark, 1993], but is by no means commonly accepted in the formal semantics literature. I motivated this shift in perspective by looking in §3.7 at the kind of information that seems to be used to interpret definite descriptions.

The DRT construction algorithm is still based on the idea that the content of the common ground can be represented in terms of structures consisting of sets of markers and sets of facts about the discourse situation, and as such it contains information that is pragmatic in nature, such as bottom-up processes [Marslen-Wilson and Tyler, 1980; Tyler and Marslen-Wilson, 1982].

result in a partial or perhaps even complete hypothesis about the utterance. When no strong rule may be applied anymore, a second phase ensues, during which only the weak rules may apply.

To illustrate, consider (3.40b). During the first phase, in which strong defaults are applied, the relevant set of towns is identified as the topic because of its occurrence in a quantified information about the occurrence of conversational events and their temporal order, or about the attentional aspects of the discourse situation. This position will hardly seem surprising to those who are familiar with the literature on discourse interpretation [Hobbs, 1979; Grodz and Szidony, 1986; Clark, 1993], but is by no means commonly accepted in the formal semantics literature. I motivated this shift in perspective by looking in §3.7 at the kind of information that seems to be used to interpret definite descriptions.

The DRT construction algorithm is still based on the idea that the content of the common ground can be represented in terms of structures consisting of sets of markers and sets of

\[(3.42)\]

\[\text{TOWN}(y) \rightarrow \{\text{tp} \ [\text{np} \ "\text{some reporters}" ] \ [\text{vp} \ "\text{interview Kissinger in y}" ]\}\]

After the closure of the hypothesis under the strong defaults has been computed, the second phase begins, and weak interpretation rules may apply. At this point, however, the sentence topic has already been determined, as well as the relative scope of the NPs “every town” and “some reporter”. In other words, the strong default has overridden the weak default.

As said above, the result of the discourse interpretation procedure is, in general, a set of hypotheses, each representing a distinct, consistent and complete interpretation of the utterance. In the case of a scopally ambiguous sentence, for example, one hypothesis will be produced for each interpretation of the sentence that the current context ‘suggests.’

3.10 SUMMARY: A REVISED MODEL OF DISCOURSE INTERPRETATION

Let me summarize what I have proposed in this chapter. I have proposed to replace the DRS construction algorithm with a discourse interpretation procedure that maintains many characteristics of the procedure developed by Kamp and colleagues, but is based on the idea (introduced in Situation Semantics) that common ground is best seen as a representation of the discourse situation, and as such it contains information that is pragmatic in nature, such as information about the occurrence of conversational events and their temporal order, or about the attentional aspects of the discourse situation. This position will hardly seem surprising to those familiar with the literature on discourse interpretation [Hobbs, 1979; Grodz and Szidony, 1986; Clark, 1993], but is by no means commonly accepted in the formal semantics literature. I motivated this shift in perspective by looking in §3.7 at the kind of information that seems to be used to interpret definite descriptions.

The CRT construction algorithm is still based on the idea that the content of the common ground can be represented in terms of structures consisting of sets of markers and sets of

\[(3.43)\]  A tree was climbed by every kid.

\[(3.44)\]  John dated the woman.
conditions, and that the ‘update potential’ of an utterance is best formulated in terms of operations
that replace partially underspecified interpretations with others which represent more specific
hypotheses. I argued that both syntactic and lexical information need to be taken into account during
discourse interpretation, thus the logical forms introduced in §1.5 are a better characterization of
the input to discourse interpretation than the purely syntactic ‘uninterpreted conditions’ assumed
in the version of the algorithm presented by Kamp and Reyle. An independent motivation
for introducing these logical forms was mentioned in §1.5, where they were introduced to
characterize the distinction between semantic ambiguity and perceived ambiguity.

The input to the CRT interpretation procedure is specified by conversational event generation
rules that add to the common ground a set of utterance events and, possibly, a surface
cconversational event generated by the utterance events. The surface conversational event is
an underspecified characterization of the current utterance. The result of adding the surface
conversational event and the utterance events to the root DRS results in a condition set that I’ll
call preliminary hypothesis. This hypothesis is the starting point of the discourse interpretation
procedure proper. Discourse interpretation is seen in CRT as the process by which parameters
get anchored. As soon as a parameter gets anchored, the common ground may be updated,
which results in a more specific form. During discourse interpretation, new hypotheses are
obtained by applying discourse interpretation rules to existing hypotheses. Because mutually
incompatible discourse interpretation rules may be ‘triggered’ by the same hypothesis, multiple
hypotheses may in general be obtained; each hypothesis corresponds to one of the extensions
of the inference system described in §4.4. The result of the discourse interpretation procedure
is a set of alternative hypotheses about the kind of speech act performed with the utterance; it
is then the job of discourse reasoning and of the planning components either to choose the most
plausible hypothesis, or to decide that the ambiguity cannot be resolved and therefore apply
whatever ambiguity resolution strategy is deemed appropriate.

The algorithm I adopt also differs from the DRS construction algorithm in that it takes into
account the defeasible nature of most of the interpretive inferences, and therefore its result is
a set of hypotheses about the utterance; a simple conflict resolution procedure is adopted that
assumes the existence of an ‘external’ evaluation function (e.g., provided by a plan reasoner). I
have sketchily described how an inference system may be defined that would allow us to treat
the DRS construction rules as inference rules on par with the rest of the rules used for discourse
interpretation, thus allowing for a smooth integration of various interpretation processes. The
inference system is described in greater detail in §4.4.

4 Formal Aspects of CRT

In this chapter I discuss the formal aspects of Conversation Representation Theory in some detail.
Although CRT cannot be called a true logic yet—for example, the notion of consequence is still
in large part unexplored—I provide here a specification of the denotation of the expressions of
CRT detailed enough to show how the formalism does the job. The chapter can be skipped by
those who are not interested in the formal details.

4.1 TYPES AND THE MODEL

4.1.1 Types in CRT

The semantics of CRT is based on a set T of semantic types, the smallest set such that:

1. e is a type;
2. s is a type;
3. t is a type;
4. If τ and τ’ are types, ⟨τ, τ’⟩ is a type.

The set of basic types includes a type s—the type of situations—that can be freely used to obtain
functional types, unlike type s in Intensional Logic. The set of meaningful expressions of type α
is indicated by MEα. The set of non-logical constant expressions of type α is indicated as
CEα ⊆ MEα.

In Intensional Logic, the evaluation function ||M,g,w,τ|| provides the denotation of expres-
sions with respect to a model, an assignment, a world w, and a type τ; the type assigned to (natural
language) sentences in Montague Grammar is t. An equivalent way to assign a semantics to
expressions is to ‘eliminate’ the world parameter from the denotation function, and take objects
of type t to denote total functions from possible worlds to truth values.1 “Conservative” versions
of Situation Theory such as Episodic Logic generalize this second approach to the definition of

1This alternative way of formulating a semantics for logical expressions is explicitly adopted, for example, by
Cresswell in [1973].
the evaluation function in two directions: (the translations of) sentences denote functions from situations to truth values, and these functions are allowed to be partial. Thus, in Episodic Logic, all expressions, including constants, denote partial functions from situations to their values in Intensional Logic.\footnote{Let us ignore here the further complication that Episodic Logic is not based on types.}

In CRT, a further generalization is introduced. Having hypothesized that ambiguous sentences denote sets of functions from situations to truth values, the simplest way to include in the language of CRT expressions used to translate ambiguous sentences, and to allow for these expressions to be conjoined with other sentence-level expressions (i.e., expressions of type \( t \)), is to have \textbf{all} expressions of type \( t \) denote such sets. The same kind of reasoning applies for the denotation assigned to expressions used to translate arguments, since we have to allow for semantically ambiguous arguments, such as pronouns. Again, starting from the ‘typing’ used in Episodic Logic, where arguments denote functions from situations to objects in the universe of discourse, one can generalize that type to \textit{sets} of functions from situations to objects, so that the same type gets assigned both to pronouns (that are semantically ambiguous) and to proper names.

One way to do this would be to assign to natural language expressions types of the form \( \langle \alpha,t \rangle \), where \( \alpha \) is the type these expressions have in Episodic Logic.\footnote{That is, if the denotations used in Episodic Logic were to be formulated in terms of types. Also, as just mentioned, an object of type \( \alpha \) would denote a function from situations to the type of objects that \( \alpha \) denotes in Intensional Logic.} The problem is that with this type assignment, whether an expression is ambiguous or not depends entirely on the model and the assignment function, which is not what we want; what we want is a logic in which certain expressions ‘indicate the existence of ambiguity,’ as it were. This problem is best illustrated by considering the case of variables vs. parameters. What we want, is for the parameter used to interpret the pronoun “he” in “He climbed a tree” to indicate ambiguity, hence, to denote a set of functions from situations to objects of cardinality greater than 1; whereas, say, the variables occurring in the interpretation of quantified statements like ‘Every kid climbed a tree,’ that are not ambiguous, should denote singleton sets of such functions. But if we use \( \langle e,t \rangle \) as the type of both variables and parameters, there is no way to enforce this distinction other than adding a constraint to the effect that all assignments must assign singleton sets to variables of type \( \langle e,t \rangle \).

I followed, therefore, a different route; namely, making all CRT expressions set-valued, and defining the evaluation function \( \llbracket \cdot \rrbracket \) in such a way as to have it assign a set of values to each meaningful expression: a singleton set to unambiguous expressions, a set of cardinality greater than one to ambiguous ones. If we do things this way, and maintain the ‘situated’ approach to evaluation found in Episodic Logic, we end up assigning to natural language expressions in Conversation Representation Theory the same types that these expressions have in [Dowty et al., 1981] (as revised by Partee and Rooth [1983]), with the difference that, when I talk about ‘meaningful expressions of type \( \tau \)’ below, therefore, I am really talking about expressions that denote sets of functions from \( \mathcal{S} \) to elements of \( D_\tau \) (the domain of type \( \tau \)). This is illustrated in the following list:

- **The denotation of sentences**: \( t \) in Dowty, Wall and Peters’ system, and \( t \) in CRT. However, the evaluation function of CRT assigns sets of functions from situations to truth values as the denotation of objects of type \( t \).

- The denotation of proper names: \( e \) in Dowty, Wall and Peters’ system (as revised by Partee and Roooth [Partee and Roooth, 1983]), and \( e \) in CRT as well. This means that proper names denote (sets of) functions from situations to elements of the domain in CRT.
- **Properties**: \( \langle e,t \rangle \) in Dowty, Wall and Peters, and \( \langle e,t \rangle \) in CRT as well; but in CRT, meaningful expressions of type \( \langle e,t \rangle \) denote sets of functions from \( \mathcal{S} \) to \( D_{\langle e,t \rangle} \).
- **Relations**: same as properties. \( \langle e,\llbracket e,t \rrbracket \rangle \) in Dowty, Wall and Peters and \( \langle e,\llbracket e,t \rrbracket \rangle \) in CRT, but in CRT, meaningful expressions of type \( \langle e,\llbracket e,t \rrbracket \rangle \) denote sets of functions from \( \mathcal{S} \) to \( D_{\langle e,\llbracket e,t \rrbracket \rangle} \).

### 4.1.2 Objects and Their Structure

Meaningful expressions are assigned a value with respect to a universe \( \mathcal{U} \). I use below the notation \( \alpha \) to indicate that \( \alpha \) ‘stands for’ an object in \( \mathcal{U} \), i.e., it is part of the metalanguage, as opposed to being a meaningful expression of the object language.

Following Link [1983], I assume that the universe of discourse \( \mathcal{U} \) is ‘structured,’ in the sense that it contains, in addition to ‘atomic objects,’ groups of these objects, used to interpret plurals, and that groups and atomic objects are organized into a semi-lattice.\footnote{A semi-lattice is a structure on which a partial order relation is defined and which includes a ‘top,’ or sumnum, element, although it does not include a single bottom.} I’ll assume in the following that \( \mathcal{U} \) is such a semi-lattice.

I also borrowed some notational devices from Link. I use the \( P \) notation to indicate predicates whose denotation are non-atomic objects built up from atomic objects in the denotation of \( \mathcal{U} \). I also use Link’s logical predicate \( \text{ATOM}(x) \), that is true of a term \( x \) if \( x \)’s denotation is one of the ‘basic’ elements of the universe (those that have no sub-elements).

\( \mathcal{U} \) includes a set \( K \) of kinds as a subset; an isomorphism \( \kappa \) is defined from propositions to situation kinds.

### 4.1.3 Situations

The models with respect to which a CRT expression is evaluated include a set \( \mathcal{S} \) of situations. Two partial order relations are defined over the elements of this set. There is, first of all, a relation modeling ‘real inclusion’ between situations in a world: this reflects the fact that a domain situation—the situation representing a particular event of Kim buying popcorn, say—may be part of another domain situation, say, Kim going to the movies yesterday night. This notion of inclusion between situations is modeled by assuming that a semi-lattice is defined over the set of situations \( \mathcal{S} \); the meta-language relation \( \llbracket \cdot \rrbracket \) (and its object-language correspondent \( \llbracket \cdot \rrbracket \)) are used to talk about this kind of situation inclusion.\footnote{More precisely, \( \llbracket \cdot \rrbracket \) is a function from predicates to predicates, that maps a predicate \( P \) onto the predicate \( P^\ast \) whose extension includes groups of objects in the extension of \( P \).}

The second notion of inclusion is defined over information, that is, between abstract situations (situation types). An abstract situation is included in another abstract situation if every
(domain) situation in the set denoted by the first is also in the set denoted by the second. This relation between abstract situations induces a relation between domain situations: situation \(s\) is informationally included in situation \(s'\) iff the abstract situation that completely characterizes \(s\) is informationally included in the abstract situation that completely characterizes \(s'\). I use the relation \(\leq\) to model informational inclusion; \(s \leq s'\) indicates that the abstract situation that completely characterizes \(s\) is a subset of the abstract situation that completely characterizes \(s'\).

Another primitive notion is that of constituent of a situation. Intuitively, an object is a constituent of a situation if it is ‘part’ of that situation in the real world. A sufficient (but not necessary) condition for an object to be a constituent of a situation is for that object to enter into the composition of the denotation of some proposition true at that situation. Below I use the relational symbol \(\circ\) to indicate constituency.

I use set of temporal relations between situations, including the relations BEFORE (also written \(\prec\)), that expresses temporal precedence, and \(\odot\), that expresses temporal co-occurrence.

My ontology of situations is in large part derived from that proposed in Episodic Logic; one extension is the inclusion of courses of action. A course of action is an object that ‘behaves’ like a situation in many ways, yet it actually consists of a group of situations ordered in a sequence and that ‘stay together’ according to some ‘forming principle.’ What makes a sequence of events into a course of action may vary—it may be the agent’s perception that they form a causal chain, or that some particular individual plays the agent’s role in all of them, or some additional factor. Courses of actions in the ontology of CRT are groups of situations. Because the events in a course of action form a sequence, we can define functions \(\text{PRED}(e, coa)\) and \(\text{NEXT}(e, coa)\) which return, for each event \(e\) in a course of action \(coa\), the previous event and the next event in the sequence, respectively. Another feature of courses of action that I use below is that for any two successive events \(e_1, e_2\) in a course of action, a function \(R(e_1, e_2)\) can be defined which returns the time interval between the culminations of the two events.

4.1.4 The Model

I assume that the universe \(U\) is the union of (at least) two disjoint sets, the set \(O\) of objects and the set \(S\) of situations, both of which are actually semi-lattices. The interpretation of types with respect to \(U\) is defined as follows:

\[
\begin{align*}
D_{e, U} &= U; \\
D_{s, U} &= S; \\
D_{ds, U} &= \{0, 1\}; \\
D_{a \circ s, U} &= D_{s}^p.
\end{align*}
\]

The term course of events was introduced by Barwise and Perry in 1983.

The phenomenon of people forming ‘stories’ out of descriptions of events has been studied extensively in the work on understanding narratives [Nakhimovsky, 1988; Webber, 1987; Hwang and Schubert, 1992; Kameyama et al., 1993] and it is usually accepted that intensional factors are involved.

4.2 DENOTATION AND ENTAILMENT

What gets assigned a value by a model in CRT is a distinguished expression called Root DRS, as in DRT. As discussed in Chapter 3, one difference from DRT the Root DRS provides a characterization of a discourse situation as opposed to a characterization of a described situation. Most importantly, the value of a Root DRS \(K\) is a set of functions from situations to truth values. Root DRSs are defined as follows:

Definition 4.1 A Root DRS \(K\) is a DRS (i) that contains no unbound variables, (ii) that contains the expression \(ds^*\) among its conditions, and (iii) such that no DRS and no situation description contained in \(K\) contains that expression among its conditions.

The evaluation function \(\llbracket e \rrbracket_M^d\) assigns a value to a Root DRS \(K\) with respect to a model \(M\) of evaluation and a discourse situation \(d\) using an auxiliary function \(\llbracket e \rrbracket_M^g\) that assigns to a meaningful expression \(e\) its value with respect to \(M, d,\) a variable assignment \(g,\) a course \(c,\) and a case set \(C:\)

\[
\begin{align*}
&\text{Let } K \text{ be a Root DRS. } \llbracket K \rrbracket_M^d \text{ is the set of functions } \llbracket K \rrbracket_M^g; \\
&\quad \quad \text{where } g \text{ is an arbitrary assignment, } c \text{ is the 'empty' case not defined over any discourse marker, and } C \text{ the 'empty' case set - the set of functions that map each situation onto the empty case.}
\end{align*}
\]

The discourse situation is a situation in \(\mathcal{S}\), used to assign a value to indexical expressions and contextually dependent elements such as pronouns. In particular, a discourse situation must provide values for two indexicals: self and other, that denote the participant to the conversation whose ‘belief state’ is being modeled and the other participant to the conversation, respectively. The last two parameters of evaluation in \(\llbracket K \rrbracket_M^g\) have the following interpretation. The case \(c\) is a partial function from discourse markers to situation constituents.

As discussed in Chapter 5, discourse markers are used to do the work done by discourse referents in DRT; discourse markers are distinct from variables, whose value is determined by the variable

As discussed in the next section, the term \(ds^*\) denotes the discourse situation at which a proposition is evaluated, whereas the term \(s^*\) denotes the situation of evaluation.

I use the letter \(K\), also primed \((K')\) and with subscripts \((K_s)\) to indicate DRSs, after [Kamp and Reyle, 1993].
assignment $g$. This latter is a function from variables of type $\tau$ to functions from situations to objects of type $D_{\tau}$. The case set $C$ is a function from situations to cases, used to evaluate discourse markers introduced inside situation descriptions, as discussed below.

The following constraint is imposed on both cases and variable assignments: for all variables $\alpha$ of type $\tau$, $g(\alpha)$ is a constant function $f$; that is, there is an object $\underline{a} \in D_{\tau}$ such that given any situation $s$, $f(s)$ is either undefined (if $\underline{a}$ is not a constituent of $s$), or else $f(s) = \underline{a}$. All cases as well must be constant functions.

Entailment ‘proper’ in CRT is a relation between two root DRSs, defined as follows:

**Definition 4.2** The root DRS $K$ entails the root DRS $K'$ with respect to model $M$ and discourse situation $d$, written $K \models_{M,d,K'}$, if for any interpretation $f \in \|K\|_{M,d}$, there is an interpretation $f' \in \|K'\|_{M,d}$ such that $f \models_{M,d} f'$.

The notion of entailment with respect to an interpretation, $f \models_{M,d} f'$, is defined as follows:

**Definition 4.3** Let $f$ and $f'$ be functions of type $S \rightarrow \{0,1\}$. Then $f \models_{M,d} f'$ iff for every $\underline{a}$, such that $f(\underline{a}) = 1$, $f'(\underline{a}) = 1$.

It is also useful to have a notion of entailment between any two expressions of type $t$:

**Definition 4.4** Let $\Phi$ and $\Psi$ be meaningful expressions of type $t$. Then $\Phi \models_{M,d} \Psi$ iff for each $f \in \|\Phi\|_{M,g,d,c,C}$, there is an $f' \in \|\Psi\|_{M,g,d,c,C}$ s.t. $f \models_{M,d} f'$.

It will be useful to assign a value to expressions of type $t$ that include ‘unbound’ discourse markers. I propose the following definition:

Let $\Phi$ be a CRT expression of type $t$ in which the discourse markers $d_1, \ldots, d_n$ occur, that are not ‘bound’ by any DRS or situation description. (See below.) Then,

$\|\Phi\|_{M,d} = \|\begin{array}{c}
d_1 \ldots d_n, \\
\Phi
\end{array}\|_{M,d}$

### 4.3 Definition of the Evaluation Function

Throughout this section, I have followed the practice of comparing the clauses specifying the semantics of CRT expressions to the clauses for the analogous expressions found in Dowty, Wall and Peters [1981], whenever analogous expressions exist. I hope in this way to give the reader a clearer understanding of the intuitions that these recursive truth definitions are meant to capture.

### 4.3.1 Variables, Non-Logical Constants, Discourse Markers, and Parameters

The values of variables and non-logical constants in Montague’s system are defined as follows:

1. For $\alpha$ a variable of type $\tau$, $\|\alpha\|_{M,g,d,c,C} = \{g(\alpha)\}$, $g(\alpha) \in D_{\tau}$.
2. For $\alpha$ a constant of type $\tau$, $\|\alpha\|_{M,g,d,c,C} = F(\alpha)(\langle w, t \rangle) \in D_{\tau}$.

The denotation of variables and constants stays essentially the same in CRT (modulo the generalizations discussed above), but two new kinds of basic expressions are introduced, discourse markers and parameters. All basic expressions denote sets of functions from situations to their denotation in Intensional Logic. The result is as follows:

1. For $\alpha$ a variable of type $\tau$. $\|\alpha\|_{M,g,d,c,C} = \{g(\alpha)\}$, where $g(\alpha)$ is a constant function $f : S \rightarrow D_{\tau}$.
2. For $\alpha$ a constant of type $\tau$. $\|\alpha\|_{M,g,d,c,C} = \{I(\alpha)\}$, where $I(\alpha)$ is a function $f : S \rightarrow D_\tau$.
3. For $\alpha$ a discourse marker of type $\tau$. $\|\alpha\|_{M,g,d,c,C} = \{c(\alpha)\}$, where $c(\alpha)$ is a function $f : S \rightarrow D_{\tau}$.
4. For $\alpha$ a parameter of type $\tau$. $\|\alpha\|_{M,g,d,c,C} = \{f \mid f : S \rightarrow D_\tau\}$, where $f$ is a function such that for each $\underline{a}$, $f(\underline{a}) = \underline{b}$, where $\underline{b}$ is an object of $\tau$. $\underline{b} \in D_{\tau}$.

The relation between these definitions and the standard ones provided above should be easy to see, but I will give some examples. First of all, the denotation of the constant $f$ of type $\tau$ that may be used to translate the proper name “John”12 is not an object in $U_1$, but a singleton set, consisting of a unique function $f$ from situations to objects of type $e$; this value is provided by the case $c$.

$\|f\|_{M,g,d,c,C} = \{f\}$, where $f = I(\langle e, f \rangle)$

The main difference between CRT and Intensional Logic, as far as non-logical constants are concerned, is that a constant may be undefined at a situation $s$, and typically will. A non-logical constant such as $\text{CARD}$ denotes in CRT a singleton set of functions from situations to objects of type $\langle e, f \rangle$13.

$\|\text{CARD}\|_{M,g,d,c,C} = \{f\}$, where $f = I(\langle e, f \rangle)$

---

12As discussed in Chapter 5, I translate here proper names as constants to avoid the questions involved in ‘anchoring’ discourse markers.

13Note that relations and properties are already assigned sets of values as their denotation by the evaluation function of CRT, so a treatment of lexical ambiguity could easily be built on top of CRT. I ignore the issue of lexical ambiguity in this dissertation.
A bit more interesting is the denotation of a parameter like \( x_r \), since the power of the system is here put to some use for the first time:

\[
\| x_r \|_{\mathcal{M},g,d,c,C} = \{ f \} \quad \text{for} \quad a \quad \text{an object in} \quad D_r, \quad \text{and} \quad a \triangleright \subseteq \mathcal{L}, \quad \text{where} \quad a \quad \text{is one of the} \quad \text{‘discourse topics’} \quad \text{of} \quad d, \quad \text{f is the constant function such that} \quad f(a) = a \quad \text{if} \quad a \triangleright \subseteq \mathcal{L}, \quad f(a) = \text{undefined otherwise.}
\]

As discussed in §3.4, parameters are used to represent semantically ambiguous expressions: whereas all other terms denote singleton sets, parameters denote non-singleton sets of functions. Each of these functions is constant—it maps all situations onto the same object of the appropriate type. For example, if the subset of \( D_e \) in \( d \) consists of the two atoms \( j \) and \( b \), then \( \| j \|_{\mathcal{M},g,d,c,C} = \{ f, f' \} \), where \( f \) is the function that maps each situation of which \( j \) is a constituent into \( a \) and \( f' \) is the function that maps each situation of which \( b \) is a constituent into \( b \).

There are some distinguished constants in CRT; among these, \( * \), an indexical expression of type \( s \) denoting the current situation of evaluation, and \( \text{ds}* \), an indexical denoting the discourse situation. Their values are specified as follows:

- \( * \) is an indexical expression of type \( s \), and \( \| * \|_{\mathcal{M},g,d,c,C} \) is the singleton set \( \{ f \} \), where \( f \) is the function such that \( f(j) = j \).
- \( \text{ds}* \) is an indexical expression of type \( s \), and \( \| \text{ds}* \|_{\mathcal{M},g,d,c,C} \) is the singleton set \( \{ f \} \), where \( f \) is the function such that \( f(j) = j \).
- \( \text{self} \) is an indexical expression of type \( s \), and \( \| \text{self} \|_{\mathcal{M},g,d,c,C} \) is the singleton set \( \{ f \} \), where \( f \) is the function such that \( f(j) = \text{self} \), a distinguished element of the discourse situation \( d \).
- \( \text{other} \) is an indexical expression of type \( s \), and \( \| \text{other} \|_{\mathcal{M},g,d,c,C} \) is the singleton set \( \{ f \} \), where \( f \) is the function such that \( f(j) = \text{other} \), a distinguished element of the discourse situation \( d \).

4.3.2 Application

The semantics of application is defined by Dowty, Wall and Peters as follows:

- If \( a \) is an expression of type \( (a,b) \) and \( b \) an expression of type \( a \), then \( a(b) \) is an expression of type \( b \), and \( \| a(b) \|_{\mathcal{M},g,w,t} = \| a \|_{\mathcal{M},g,w,t} \| b \|_{\mathcal{M},g,w,t} \).

The clause specifying the value assigned to the expression \( \alpha(\beta) \) in CRT again differs from the clause just given in that both \( \alpha \) and \( \beta \) denote sets, and also because \( \alpha \) and/or \( \beta \) may be undefined at some situations. The definition that results is as follows:

- If \( \alpha \) is an expression of type \( (a,b) \) and \( \beta \) an expression of type \( a \), then \( \alpha(\beta) \) is an expression of type \( b \), and \( \| \alpha(\beta) \|_{\mathcal{M},g,d,c,C} = \{ f \} \quad \text{for} \quad \alpha(\beta) = \{ f \} \quad \text{if} \quad \alpha \subseteq \mathcal{M},g,d,c,C \quad \text{and} \quad \beta \subseteq \mathcal{M},g,d,c,C \).

\[
f(\gamma) = \begin{cases} 
\text{undefined} & \text{if either } \alpha(\gamma) \text{ or } \beta(\gamma) \text{ are undefined;} \\
\| \alpha(\gamma) \|_{\mathcal{M},g,d,c,C} & \text{otherwise.}
\end{cases}
\]

This clause is interesting because application is the first case of an expression whose denotation is obtained by combining the denotations of potentially ambiguous expressions. The technique used here is also used in the other clauses below: the value of an expression like \( \alpha(\beta) \) consists of a set of functions, one function per distinct pair of functions in the denotations of \( \alpha \) and \( \beta \); the value assigned by the function \( f \) to the situation \( \gamma \) is defined by applying a certain operation (in this case, application) to the values assigned to \( \gamma \) by the functions \( \alpha \) and \( \beta \). Thus, if both the denotation of \( \alpha \) and the denotation of \( \beta \) are singleton sets, the denotation of \( \alpha(\beta) \) is also a singleton set; otherwise, ambiguity ‘multiplies,’ as it were.

For example, let us say that \( \| \text{CAR} \|_{\mathcal{M},g,d,c,C} = \{ f \} \), where \( f \) is the function that maps a situation \( \gamma \) to the denotation of the property \( \text{CAR} \) in \( \gamma \), and \( \| \text{CAR} \|_{\mathcal{M},g,d,c,C} = \{ f' \} \), where \( f' \) is the function that maps each situation \( \gamma \) to an object \( a \) in that situation; both functions may be undefined over some situation. Then \( \| \alpha(\beta) \|_{\mathcal{M},g,d,c,C} \) is the set \( \{ f' \} \), where \( f' \) is the function such that \( f'(\gamma) \) is undefined if either \( f(\gamma) \) or \( f'(\gamma) \) are undefined, and \( f'(\gamma) = [f(\gamma)](f'(\gamma)) \) otherwise.

More interesting is the case of the expression \( \text{CAR}(x_r) \). Consider again the model used in the example above, where the subset of \( D_e \) in \( d \) is \( \{ j, b \} \). Then, \( \| \text{CAR}(x_r) \|_{\mathcal{M},g,d,c,C} = \{ f, f' \} \), where \( f \) is the function that sends each situation where \( \text{CAR} \) and \( x_r \) are defined to the value of \( \text{CAR}(x_r) \), whereas \( f' \) is the function that sends those situations where both \( \text{CAR} \) and \( x_r \) are defined to the value of \( \text{CAR}(x_r) \).

4.3.3 Equality

The denotation of equality statements in Intensional Logic is specified by the following clause:

- If both \( \alpha \) and \( \beta \) are expressions of type \( \tau \), \( \alpha = \beta \) is an expression of type \( \tau \), and \( \| \alpha = \beta \|_{\mathcal{M},g,w,t} = 1 \iff \| \alpha \|_{\mathcal{M},g,w,t} = \| \beta \|_{\mathcal{M},g,w,t} \).

This clause is replaced by the following one in CRT:

- If both \( \alpha \) and \( \beta \) are meaningful expressions of type \( \tau \), \( \alpha = \beta \) is a meaningful expression of type \( \tau \), and \( \| \alpha = \beta \|_{\mathcal{M},g,d,c,C} = \{ f \} \) for \( h \) in \( \| \alpha \|_{\mathcal{M},g,d,c,C} \) and \( h' \) in \( \| \beta \|_{\mathcal{M},g,d,c,C} \),

\[
f(\gamma) = \begin{cases} 
\text{undefined} & \text{if either } h(\gamma) \text{ or } h'(\gamma) \text{ is undefined;} \\
1 & \text{if} \quad h(\gamma) = h'(\gamma); \\
0 & \text{otherwise.}
\end{cases}
\]
The most interesting cases of equality statements are those in which one of the elements being equated is a parameter, such as \([j = b]\). Consider again the simple model used above, where \(D_e = \{[j = b]\} \text{ and } \llbracket j \rrbracket \llbracket M, g, d, c, C \rrbracket = \{ f, t \} \), where \(f\) is the function that maps each situation of which \(j\) is a constituent into \(j\), and \(t\) is the function that maps each situation of which \(b\) is a constituent into \(b\). Then \(\llbracket j = b \rrbracket \llbracket M, g, d, c, C \rrbracket = \{ j, b' \} \), where \(h\) is the function such that \(h(j) = 0\) if \(f(j)\) is defined, and otherwise \(h(j)\) is undefined; whereas \(h(b) = 1\) if \(f(b)\) is defined, otherwise \(h(b)\) is undefined.

This example is important because it shows how adding new statements leads to disambiguation: while the parameter \(j\) may refer to any object of its type, in a theory that contains the statement \([j = b]\) only one of the possible interpretations of \(j\), does not result in a contradiction (a function all of whose values are either 0 or undefined), namely, the interpretation that assigns to \(j\) the value of \(b\) in those situations in which \(b\) is defined. Put in other words, that’s the only consistent interpretation left for a theory containing such a statement.

At first, this may give the impression that I am now adopting a different definition of semantic ambiguity from the one discussed in Chapter 1. We do need to refine the definition of semantic ambiguity used so far, but the new definition is consistent with the spirit, if not the letter, of the definition proposed in Chapter 1. The idea is that, in ‘checking’ whether a sentence is semantically ambiguous, inconsistent interpretations (i.e., functions that do not assign 1 to any situation in the domain) ‘count’ only if there are no consistent interpretations available. The revised definition of semantic ambiguity is as follows:

**Definition 4.5** A sentence is semantically ambiguous if it has more than one consistent interpretation.

### 4.3.4 Connectives

The denotation for conjunction provided by Dowty, Wall and Peters is as follows:

- If both \(\alpha\) and \(\beta\) are expressions of type \(t\), \(\llbracket \alpha \land \beta \rrbracket\) is a meaningful expression of type \(t\), and \(\llbracket \alpha \land \beta \rrbracket \llbracket M, g, w, t \rrbracket = 1\) iff \(\llbracket \alpha \rrbracket \llbracket M, g, w, t \rrbracket = 1\) and \(\llbracket \beta \rrbracket \llbracket M, g, w, t \rrbracket = 1\), \(\llbracket \alpha \land \beta \rrbracket \llbracket M, g, w, t \rrbracket = 0\) otherwise.

In \(\text{CRT}\), we have instead the following clause:

- If both \(\alpha\) and \(\beta\) are expressions of type \(t\), \(\llbracket \alpha \land \beta \rrbracket\) is an expression of type \(t\), and \(\llbracket \alpha \land \beta \rrbracket \llbracket M, g, d, c, C \rrbracket = \{ f \} \) for \(h\) in \(\llbracket \alpha \rrbracket \llbracket M, g, d, c, C \rrbracket\) and \(h' \) in \(\llbracket \beta \rrbracket \llbracket M, g, d, c, C \rrbracket\).

\[
f(g) = \begin{cases} 
0 & \text{if either } h(g) = 0 \text{ or } h'(g) = 0; \\
\text{undefined} & \text{if either } h(g) \text{ or } h'(g) \text{ is undefined}; \\
1 & \text{otherwise.}
\end{cases}
\]

Again, this definition of conjunction leads to a notion of disambiguation as a reduction in the number of non-contradictory interpretations, rather than a process in which interpretations are eliminated altogether. Note that an ‘intersective’ definition of the semantics of conjunction would not work: we don’t want, in other words, a definition of conjunction like the following:

- If both \(\alpha\) and \(\beta\) are expressions of type \(t\), \(\llbracket \alpha \land \beta \rrbracket\) is an expression of type \(t\), and \(\llbracket \alpha \land \beta \rrbracket \llbracket M, g, d, c, C \rrbracket = \{ f \} \) for \(h\) in \(\llbracket \alpha \rrbracket \llbracket M, g, d, c, C \rrbracket\) and \(h' \) in \(\llbracket \beta \rrbracket \llbracket M, g, d, c, C \rrbracket\).

The problem with this definition is that a conjunction like \(\llbracket \alpha \land \beta \rrbracket\) denotes a non-null set only if \(\llbracket \alpha \rrbracket\) and \(\llbracket \beta \rrbracket\) denote non-null sets. While the parameter \(j\) does not result in a contradiction (a function all of whose values are either 0 or undefined), namely, the interpretation that assigns to \(j\) the value of \(b\) in those situations in which \(b\) is defined. Put in other words, that’s the only consistent interpretation left for a theory containing such a statement.

Now that we have seen how the clause specifying the denotation of conjunctions, those specifying the denotation of negation and disjunction should be easy to understand:

- If \(\alpha\) is an expression of type \(t\), \(\neg \alpha\) is an expression of type \(t\), and \(\llbracket \neg \alpha \rrbracket \llbracket M, g, d, c, C \rrbracket = \{ f \} \) for \(h\) in \(\llbracket \alpha \rrbracket \llbracket M, g, d, c, C \rrbracket\).

\[
f(g) = \begin{cases} 
\text{undefined} & \text{if } h(g) \text{ is undefined}; \\
1 & \text{if } h(g) = 0; \\
0 & \text{otherwise.}
\end{cases}
\]

- If both \(\alpha\) and \(\beta\) are expressions of type \(t\), \(\llbracket \alpha \lor \beta \rrbracket\) is an expression of type \(t\), and \(\llbracket \alpha \lor \beta \rrbracket \llbracket M, g, d, c, C \rrbracket = \{ f \} \) for \(h\) in \(\llbracket \alpha \rrbracket \llbracket M, g, d, c, C \rrbracket\) and \(h' \) in \(\llbracket \beta \rrbracket \llbracket M, g, d, c, C \rrbracket\).

\[
f(g) = \begin{cases} 
1 & \text{if } h(g) = 1 \text{ or } h'(g) = 1; \\
\text{undefined} & \text{if both } h(g) \text{ and } h'(g) \text{ are undefined, or one is undefined and the other is 0}; \\
0 & \text{otherwise.}
\end{cases}
\]

These definitions are fairly standard, but they represent a way of looking at the semantics of connectives that is in contrast with the idea adopted in certain versions of Situation Theory that

---

14The version of negation defined here is the one that Fenstad et al. (1987) call ‘cautious’ negation. Although something like their ‘sweeping’ negation could be defined in \(\text{CRT}\), currently only cautious negation is used.
information can only be ‘extracted’ from a situation if that situation explicitly supports it, and therefore a situation that supports the basic facts $A$ and $B$ need not support the propositions $A \land B$ or $A \lor B$. This property is especially useful when using situation (types) to model attitude reports, in that it avoids the logical omniscience problem (for some discussion of this problem, see [Levesque, 1990] and [Fagin and Halpern, 1988]). CRT suffers from the logical omniscience problem to some extent.\footnote{Situation Theory alleviates in part the logical omniscience problem, in that tautological propositions such as $\forall s \exists g \forall s \exists g$ need not be defined over all situations, and therefore the conjunction of a proposition $p$ that is true at a situation $s$ with a tautology need not be defined over $s$. However, if $p$ is false at $s$, it will support the conjunction of $p$ with all logical contradictions.}

### 4.3.5 Lambda Abstraction

The clause specifying the denotation of lambda-abstraction in Dowty, Wall and Peters is the following:

- If $\alpha$ is a variable of type $\tau$ and $\beta$ a meaningful expression of type $\tau'$, then $\lambda \alpha.\beta$ is an expression of type $(\tau,\tau')$, and $\lambda \alpha.\beta[M,g,d]_{\omega,C}$ is that function $h : D_{\tau} \rightarrow D_{\tau'}$ such that for all objects $\bar{a}$ in $D_{\tau}$, $h(\bar{a})$ is equal to $\|\beta[M,g,d]_{\omega,C}\|_{\bar{a}}$.

Some care is required in order to get a semantics for lambda-abstraction in CRT that preserves properties such as $\beta$- and $\eta$-reduction. The following clause, for example, does not do the job:

- If $\alpha$ is a variable of type $\tau$ and $\beta$ a meaningful expression of type $\tau'$, then $\lambda \alpha.\beta$ is an expression of type $(\tau,\tau')$, and $\lambda \alpha.\beta[M,g,d,c,C]$ is the set $\{f \in \text{fun} : f : (D_{\tau} \rightarrow D_{\tau'}) \}$ and for all situations $s$ $\gamma(s) = h : D_{\tau} \rightarrow D_{\tau'}$, such that, for all objects $\bar{a}$ in $D_{\tau}$, $h(\bar{a})$ is equal to $\gamma(s)$, where $\gamma(s) \in \|\lambda \alpha.\beta[M,g,d,c,C]\|_{s}$.

It is easy to show that lambda-abstraction defined in this way does not preserve $\eta$-reduction. Imagine for example that $S = \{s_1, s_2\}$, $D_{\tau} = \{\bar{\alpha}\bar{\beta}\}$, and the expression $\beta$ of type $(\tau,\tau')$ has the following denotation:

$$\left\{ \begin{array}{l} s_1 \rightarrow \left[ \bar{\alpha} \rightarrow \alpha_\tau \right] \\ s_2 \rightarrow \left[ \bar{\beta} \rightarrow \beta_{\tau'} \right] \end{array} \right\}$$

Then $\|\beta[M,g,d,c,C]\|_{s_1}$ is as follows:

$$\left\{ \begin{array}{l} s_1 \rightarrow \left[ \bar{\alpha} \rightarrow \alpha_\tau \right] \\ s_2 \rightarrow \left[ \bar{\alpha} \rightarrow \alpha_\tau \right] \end{array} \right\}$$

and $\|\beta[M,g,d,c,C]\|_{s_2}$ is as follows:

$$\left\{ \begin{array}{l} s_1 \rightarrow \left[ \bar{\alpha} \rightarrow \alpha_\tau \right] \\ s_2 \rightarrow \left[ \bar{\alpha} \rightarrow \alpha_\tau \right] \end{array} \right\}$$

Intuitively, the problem with the definition above is that it does not ‘preserve’ the functions in the denotation of $\beta$. A definition of lambda-abstraction that does preserve these functions, and therefore preserves the soundness of $\beta$- and $\eta$-reduction, can be obtained as follows. First of all, a class of functions $\Delta_{\alpha} \omega$ is defined, each of which maps a CRT expression $\Psi$ of type $\tau'$, in which the variable $\alpha$ of type $\tau$ may occur free, and such that $\|\Psi[M,g,d,c,C]\|_{s}$ into the set of functions $U = \{u_1, \ldots, u_n, \ldots\}$, $u_j : (D_{\tau} \rightarrow (S \rightarrow D_{\tau'}))$. There is one $u_j$ in $U$ for each $f_j$ in the denotation of $\Psi$; the function $u_j$ ‘keeps track’ of the value that would be assigned to $\Psi$ relative to $M$ and $d$, depending on the value of $\gamma(\alpha)$, according to the interpretation of $\Psi$ represented by $f_j$. The function $\Delta_{\alpha} \omega$ can then be used to define the semantics of $\lambda \alpha.\beta$ as follows:

- Let $\alpha$ be a variable of type $\tau$, and $\beta$ a meaningful expression of type $\tau'$, then $\lambda \alpha.\beta$ is a meaningful expression of type $(\tau,\tau')$, and $\lambda \alpha.\beta[M,g,d,c,C] = \{f \in \text{fun} : f : (D_{\tau} \rightarrow (S \rightarrow D_{\tau'}))\}$

The function $\omega$ used in the clause above maps a function $h : (D_{\tau} \rightarrow (S \rightarrow D_{\tau'}))$ into a function $f : (D_{\tau} \rightarrow (S \rightarrow D_{\tau'}))$. The definition of $\omega$ is also given below.

The clauses that provide a definition for $\Delta_{\alpha} \omega$ that ensures that the semantics of lambda-abstraction has the desired properties can be derived from those that give the definition of $\|\|$, once the main idea is understood; therefore I only specify some of the most important clauses here, including those specifying the value of $\Delta_{\alpha} \omega$ for application and lambda-abstraction. The base of the recursion is provided by the following clauses, specifying the value of $\Delta_{\alpha} \omega$ for $\alpha$ and for expressions that do not contain $\alpha$:

$$\Delta_{\alpha} \omega[H,\omega,C]_{\alpha} = \{h\}$$

where $H$ is the function such that, for every $\bar{a} \in D_{\tau}$, $h(\bar{a}) = b_{\bar{a}}$, where $b_{\bar{a}}$ is the constant function such that for every $\bar{a} \in D_{\tau}$, $b_{\bar{a}}(\bar{a}) = k$ if $\bar{a} \neq \bar{a}$ undefined otherwise.

If $\beta$ is of type $\tau'$, and $\alpha$ does not occur in $\beta$, $\Delta_{\alpha} \omega[H,\omega,C]_{\beta} = \{f \in \text{fun} : f : (D_{\tau} \rightarrow (S \rightarrow D_{\tau'}))\}$ such that for all $\bar{a} \in D_{\tau}$, $f(\bar{a}) = h$}

$\Delta_{\alpha} \omega[H,\omega,C]_{\beta}$ is a the function that, given a possible value for $\alpha$, returns a function that maps each situation on that value. If $\beta$ is an expression that does not contain $\alpha$, $\|\beta[M,g,d,c,C]\|_{\omega}$ does not depend on the value of $\alpha$, and therefore $\Delta_{\alpha} \omega[H,\omega,C]_{\beta}$ is the set of interpretations that $\beta$ may have. For example, say that $\tau$ is of type $\tau_1$, and $\beta$ is of type $(\tau_1,\tau_2)$.

Let us ignore the structure of the domain, and just say that $D_{\tau} = \{\bar{a} \bar{b} \bar{c} \bar{d} \bar{e} \bar{f} \}$, Say that $\bar{a} \bar{b} \bar{c} \bar{d} \bar{e} \bar{f}$ and $\bar{b} \bar{c} \bar{d} \bar{e} \bar{f}$.

Let’s also assume that $\beta$ is ambiguous, as follows:

$$\left\{ \begin{array}{l} s_1 \rightarrow \left[ \bar{\alpha} \rightarrow \alpha_{\tau} \right] \\ s_2 \rightarrow \left[ \bar{\alpha} \rightarrow \alpha_{\tau} \right] \end{array} \right\}$$
and are of type $t\left(\alpha, t\right) = \{f\}$ where $f$ is a function s.t. for all $a \in D$, $f(a) = 0$ if either $h(a) = 0$ or $h'(a)$ is undefined, else $h(a) = 1$, for $h' : D \rightarrow (S \rightarrow (0,1)) \in \Delta, \Psi \in M,g,d,c,C'$, and $h' : D \rightarrow (S \rightarrow (0,1)) \in \Delta, \Psi \in M,g,d,c,C$.

Finally, we have to consider what happens when $\alpha$ gets bound in a lambda-abstraction.\footnote{As we will see below, binding by quantifiers is defined in terms of binding by lambda-abstraction, therefore this is the only case of binding we have to consider.}

Abstracting over $\alpha$ makes the value of an expression independent from the value of $\alpha$. The value of $\Delta_\alpha$ in this case is specified by the following clause:

- Let $\alpha$ be a variable of type $\tau$, and $\beta$ a meaningful expression of type $\tau'$. Then $\Delta_\alpha(\lambda \alpha. \beta) = \{f\}$ for some $f \in [\lambda \alpha. \beta]^{M,g,d,c,C}$, $f$ is the constant function $f : (D \rightarrow (S \rightarrow (0,1)))$ into a function $f : (S \rightarrow (D \rightarrow D_r))$.

The last step is to provide a definition of the function $\omega$ that turns a function $h : D \rightarrow (S \rightarrow D_r)$ into a function $f : (S \rightarrow (D \rightarrow D_r))$.

$\omega(h) (s) = \text{the function } 1 : (D \rightarrow D_r) \text{ s.t. } l(a) = [h(a)](s)$.

It can be shown that with the definitions of $\Delta_\alpha$ and $\omega$ just given, the definition of $[\lambda \alpha. \beta]^{M,g,d,c,C}$ guarantees that both $\beta$- and $\eta$-reduction are sound.

\subsection{4.3.6 DRSs}

In order to help understanding the semantics of constructs that are not found in Intensional Logic, like DRSs and situation descriptions, in the next few sections we will proceed as follows. I will try, first of all, to convey an understanding of the interpretation of these constructs by leaving aside the issue of ambiguity and specifying the semantics of these constructs by means of clauses that refer to $[[\alpha]]^{M,g,d,c,C}$ as if its value were a single function from situations to objects in the domain. I will then give the actual definition.

Some terminology first. The marker set of a DRS $K$, written $MS_K$, is the set of discourse markers in $K$, together with all the discourse markers accessible from $K$. The condition set of $K$, written $C\alpha_K$, is the set of all conditions in $K$. A case set $C'$ is said to extend the case set $C$ iff every $h$ s.t. $h' = C(h)$, for some $h \in S$, is defined over all the markers on which $C(h)$ is defined, but may additionally be defined over some discourse markers.

If $[[\alpha]]^{M,g,d,c,C}$ were a single-value function, the semantics of DRSs could be specified as in the following clause:

If $m_1, \ldots, m_n$ are discourse markers, and $\Phi_1, \ldots, \Phi_n$ are expressions of type $\tau$, then

\begin{equation}
K = \begin{cases}
\Phi_1, & m_1, \ldots, m_n
\end{cases}
\end{equation}

\begin{equation}
\Box \left[\boxed{\alpha}^{M,g,d,c,C} = \{h = \begin{bmatrix}
\frac{\alpha \rightarrow 0}{\beta \rightarrow 0} & \frac{\alpha \rightarrow 0}{\alpha \rightarrow 0} & \ldots & \frac{\alpha \rightarrow 1}{\alpha \rightarrow 1} \\
\frac{\beta \rightarrow 0}{\beta \rightarrow 0} & \frac{\beta \rightarrow 0}{\alpha \rightarrow 0} & \ldots & \frac{\beta \rightarrow 1}{\alpha \rightarrow 1} \\
\ldots & \ldots & \ldots & \ldots \\
\frac{\alpha \rightarrow 1}{\beta \rightarrow 0} & \frac{\alpha \rightarrow 1}{\alpha \rightarrow 0} & \ldots & \frac{\alpha \rightarrow 1}{\alpha \rightarrow 1}
\end{bmatrix}, h' = \begin{bmatrix}
\frac{\beta \rightarrow 0}{\beta \rightarrow 0} & \frac{\alpha \rightarrow 0}{\beta \rightarrow 0} & \ldots & \frac{\gamma \rightarrow 1}{\gamma \rightarrow 1} \\
\frac{\beta \rightarrow 0}{\beta \rightarrow 0} & \frac{\beta \rightarrow 0}{\beta \rightarrow 0} & \ldots & \frac{\beta \rightarrow 1}{\beta \rightarrow 1} \\
\ldots & \ldots & \ldots & \ldots \\
\frac{\alpha \rightarrow 1}{\gamma \rightarrow 0} & \frac{\alpha \rightarrow 1}{\alpha \rightarrow 0} & \ldots & \frac{\alpha \rightarrow 1}{\alpha \rightarrow 1}
\end{bmatrix}
\right]
\end{equation}

\begin{equation}
\Box \left[\boxed{\beta}^{M,g,d,c,C} = \{h = \begin{bmatrix}
\frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \ldots & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1} \\
\frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \ldots & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1} \\
\ldots & \ldots & \ldots & \ldots \\
\frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \ldots & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1}
\end{bmatrix}, h' = \begin{bmatrix}
\frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \ldots & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1} \\
\frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \ldots & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1} \\
\ldots & \ldots & \ldots & \ldots \\
\frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \ldots & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1}
\end{bmatrix}
\right]
\end{equation}

\begin{equation}
\Box \left[\boxed{\alpha}^{M,g,d,c,C} = \{h = \begin{bmatrix}
\frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \ldots & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1} \\
\frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \ldots & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1} \\
\ldots & \ldots & \ldots & \ldots \\
\frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \ldots & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1}
\end{bmatrix}, h' = \begin{bmatrix}
\frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \ldots & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1} \\
\frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \ldots & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1} \\
\ldots & \ldots & \ldots & \ldots \\
\frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1} & \ldots & \frac{\alpha \rightarrow 1}{\beta \rightarrow 1}
\end{bmatrix}
\right]
\end{equation}
is an expression of type $t$, and $\|K\|_{M,g,d,c,C} = \text{the function } f \text{ s.t.}$

$$f(s) = \begin{cases} 
1 & \text{if } c \text{ is not defined over } m_1 \ldots m_n, \text{ and there is a case } c' \text{ that takes values over } s \text{ and extends } c \text{ by additionally being defined on exactly } m_1 \ldots m_n, \text{ and there is a case set } C' \text{ that extends } C, \text{ so that for all } \Phi_j \text{ in } \text{CON}_K, \|\Phi_j\|_{M,g,d,c',C}(s) = 1 \\
0 & \text{if } c \text{ is defined over one of } m_1 \ldots m_n, \text{ or for all cases } c' \text{ defined over } MS_K \text{ and taking values over } s, \text{ and all case sets } C' \text{ extending } C, \|\Phi_j\|_{M,g,d,c',C}(s) = 0 \text{ for some } \Phi_j \text{ in } \text{CON}_K. \\
\text{undefined} & \text{otherwise.}
\end{cases}$$

This clause says that the expressions in the condition set of a DRS may be thought of as a conjunctions, and the main points for using a DRS is that the discourse markers mechanism provides a way to specify that certain referents are new. This latter feature is crucial for the representation of indefinites: for example, the sentence “A dog came in.” gets translated as the following DRS $K$ (ignoring tense):

$$(4.1) \quad K = \begin{array}{c}
m \\
\text{DOG}(m) \\
\text{CAME-IN}(m) \\
\end{array}$$

This representation guarantees that $m$ is novel: $\|K\|_{M,g,d,c,C}$, according to the clause above, is the function $f$ s.t. $f(s) = 1$ iff $m$ is a new discourse marker, and there is a case $c$ that is defined over $MS_K$, assigning to $m$ (and to all discourse markers accessible from $K$) values in $\mathcal{D}$ and a new case set $C$, such that both $\|\text{DOG}(m)\|_{M,g,d,c',C}(s) = 1$ and $\|\text{CAME-IN}(m)\|_{M,g,d,c',C}(s) = 1$. $f(s) = 0$ if $c$ is defined over $m$, or if every extension of $c$ that includes a value for $m$ assigns to $\text{DOG}(m)$ or $\text{CAME-IN}(m)$ functions whose value on $s$ is 0.

When trying to generalize the clause above to allow for conditions of a DRS to have more than one interpretation, we are faced with a problem similar to the one we had with lambda-abstraction: unless we are careful, we may not 'propagate the ambiguity' of the conditions correctly. The solution is similar to that proposed for lambda-abstraction. First of all, we define a class of auxiliary functions $\Sigma_{m_1 \ldots m_n, p_1, \ldots, p_l}$ that play the same role of the function $\Delta_{\alpha}$ used to define the semantics of lambda-abstraction. $\Sigma_{m_1 \ldots m_n, p_1, \ldots, p_l}(\Phi)^{M,g,d,c,C}$ returns the set of functions from $(n+s)$-tuples of objects of the type of $m_1, \ldots, m_n, p_1, \ldots, p_l$ to objects of type $S \rightarrow \mathcal{D}_X$ (the type of $\Phi$) that we obtain by 'abstracting' each of the interpretations of $\Phi$ over the values that might be assigned to $m_1, \ldots, m_n, p_1, \ldots, p_l$ - $\Sigma_{m_1 \ldots m_n, p_1, \ldots, p_l}$ does for markers, in other words, what $\Delta_{\alpha}$ does for the variable $x$—it 'assembles' all of the alternative interpretations of $\Phi$ much as $\|\cdot\|_{M,g,d,c,C}$ would, except that instead of a set of interpretations depending on the value of $m_1, \ldots, m_n, p_1, \ldots, p_l$, we get a set of functions each of which returns, given a tuple of values for $m_1, \ldots, m_n, p_1, \ldots, p_l$, the function that would be returned by $\|\cdot\|_{M,g,d,c,C}$ were $c$ and $C$ to assign those values to the markers.

Once we have $\Sigma_{m_1 \ldots m_n, p_1, \ldots, p_l}$, we can isolate, for each condition occurring in a DRS, one of the interpretations that that condition would have independently from the choice of a case and a case set, and for each permutation of the interpretations of a DRS's conditions we can then obtain one interpretation for that DRS, as follows:

- If $m_1, \ldots, m_n$ are discourse markers, and $\Phi_1, \ldots, \Phi_n$ are expressions of type $t$, then

$$K = \begin{array}{c}
m_1 \ldots m_n \\
\Phi_1 \\
\ldots \\
\Phi_n \\
\end{array}$$

is an expression of type $t$, and $\|K\|_{M,g,d,c,C} = \{f \mid \text{given a tuple } h_1 \in \Sigma_{m_1 \ldots m_n, p_1, \ldots, p_l}(\Phi_1), \ldots, h_n \in \Sigma_{m_1 \ldots m_n, p_1, \ldots, p_l}(\Phi_n), \text{ where } p_1, \ldots, p_l \text{ are all the discourse markers introduced in a situation description } x:K \text{ that is 'embedded' in } K \text{ but not in any other DRS inside } K, \}$.

The definition for $\Sigma_{m_1 \ldots m_n, p_1, \ldots, p_l}$ can be obtained by adapting that for $\Delta_{\alpha}$; it is in fact simpler, as we don't need to worry about discourse markers being abstracted over.\footnote{Note that neither variables nor discourse markers introduce ambiguity, by the definitions above.}

\footnote{The reader should be warned that a semantics of DRSs defined in terms of situation extensions is not necessarily equivalent to one defined in terms of embedding extensions. The famous 'bishop' example from Heim [Heim, 1990] illustrates the fact that semantics defined on the basis of assignments are 'finer-grained' than semantics defined in terms of situations.}

\footnote{(4.2) \quad If a bishop meets another man, he blesses him.}
4.3.7 Situation Descriptions

The main difference between 'simple' DRSs and situation descriptions is that the discourse markers that are 'accessible' from within a DRS are as specified in [Kamp and Reyle, 1993], whereas from within the situation description $s : K$ all discourse markers are accessible that are introduced inside situation descriptions that characterize the situation $s$ or one of its subsituations. This accessibility between situation descriptions is achieved by using the case-set $C$ to assign a value to the discourse markers inside a situation description.

Again, I will at first ignore the fact that some of the conditions in the 'DRS' part $K$ of a situation description might be semantically ambiguous, and I will give a simpler version of the semantics of situation descriptions in order to explain how situation descriptions accomplish their twofold semantic job: to describe truth at a situation, and to allow for more complex forms of accessibility. I will also introduce first a more complex form of situation description, written $s : K$.

If we were to define $\|M,g,d,c,C\|$ as a single-valued function, the semantics of the situation description $s : K$ could be given by the following clause:

- If $s$ is a term of type $t$, $m_1 \ldots m_n$ are discourse markers, and $\Phi_1 \ldots \Phi_m$ are meaningful expressions of type $t$, then
  
  $$s : K \quad \Phi_1 \quad \ldots \quad \Phi_m$$

  is an expression of type $t$, and the value of this expression is the function $f$ such that

  The key observation is that in a model in which a bishop meets another bishop, and in which only one bishop blesses the other, the semantics defined on situations will predict that (4.2) is true (because only one situation is counted) whereas the semantics defined on assignments will predict that (4.2) is false (because two distinct assignments are involved); this latter result is more in line with the intuitions. I believe that the solution to this problem is to make the individuation of situations depend on the roles of their constituents, i.e., to treat situations not as representations of the world 'out there,' but as ways of categorizing that world.
s' is particularly important, considered that, as discussed in §3.7 and §3.8, the common ground contains a distinct situation description for each utterance, corresponding to the conversational event introduced by that utterance. Thus, a text like “A dog came in. It sat under the table” would result in a common ground of the form:

We can now get to the ‘ambiguous’ version of the definition of situation description. This is defined by the following clause:

- If $s$ is a term of type $s_1 \ldots s_n$ are discourse markers, and $\Phi_1 \ldots \Phi_m$ are meaningful expressions of type $t$, then

$$s':K = \Phi_1 \ldots \Phi_m$$

is an expression of type $t$, and the value of this expression according to $M,g,d,c$ and $C$ is the following set:

$$\{ f \mid \text{given any } n \text{ functions } h_i \in \| \Phi_i \|_{M,g,d,c,C}, \ldots, h_m \in \| \Phi_m \|_{M,g,d,c,C} \}$$

Situation descriptions ‘partition’ the set of facts in a DRS: if a situation description $s:K$ contains a condition $\Phi$, and if that situation description is evaluated with respect to the situation $s:K$ it
evaluated with respect to \( [s]^{M,g,d,c,C} \), not \( s \). Because of this, situation descriptions can also be used to represent presuppositions, i.e., statements that need to be assumed in order to be able to assign a value to a certain expression, as discussed in §3.6. I discussed there, for example, the fact that the presuppositional aspects of the sentence “The king of France is bald” can be represented by using parameters together with situation descriptions, as shown in (4.5).

\[
(4.5) \quad s \vdash \alpha \quad \text{K-O-F} (x) \quad \text{BALD}(x)
\]

We have here two situation descriptions, one of which (the one providing a partial characterization of \( s \)) is embedded inside the other. The expression \( \text{K-O-F}(x) \) is not evaluated with respect to the situation \( [s]^{M,g,d,c,C} \), but with respect to whatever situation is chosen as the interpretation of \( s \). Furthermore, according to the condition on parameters formulated in §3.4, the ‘Condition on Discourse Interpretation’, a discourse situation is only felicitous if parametric statements such as (4.5) have been resolved, either by accommodation or by identifying the fact in question. By using situation descriptions together with parameters, we get a theory of presuppositions and presupposition cancellation very similar to the one proposed by Heim and van der Sandt.

Event descriptions introduced in §3.5.2 can be modeled as situation descriptions, and their additional ‘completeness’ properties can be specified by means of meaning postulates, as seen in that section. Finally, we can use situation descriptions of the form \( s, s' \), \( s' \) to define the expression \( \{ s \vdash \Phi \} \) as an abbreviation:

**Definition 4.6** \( \{ s \vdash \Phi \} = \text{def} \# s \vdash \Phi \)

### 4.3.8 Quantifiers

The treatment of quantifiers in CRT is based on Generalized Quantifiers Theory [Barwise and Cooper, 1981; Gärdenfors, 1987; van Eijck, 1991], which is the idea that determiners denote relations between two sets. In CRT, the theory of generalised quantifiers is implemented by means of abstractions over DRSs. For example, the translation of the sentence “Every kid climbed a tree”, discussed in Chapter 5, is repeated below:

\[
(4.6) \quad \text{every}(\lambda \ x \ [T] \vdash \lambda \ x \ [KID](x)) \\
\]

I will only present here the semantics for the determiner `every`; the other strong determiners can be similarly defined. If we ignore the fact that \( [s]^{M,g,d,c,C} \) is set valued, the semantics of the construct \( \text{every}(\lambda \ x \ [s] \vdash K_I)(\lambda \ x \ K_I) \) could be defined, in first approximation, as in the following clause:

- Let \( K_I \) and \( K_C \) be DRSs, let \( s \) be a term of type \( x \), and let \( \alpha \) be a variable of type \( e \). Then

\[
\text{every}(\lambda \ x \ [s] \vdash K_I)(\lambda \ x \ K_I) \text{ is a meaningful expression of type } t \text{, and } \{ \text{every}(\lambda \ x \ [s] \vdash K_I)(\lambda \ x \ K_I) \}^{M,g,d,c,C} = \text{the function } f \text{ of } t. \\
\]

We have here two situation descriptions, one of which (the one providing a partial characterization of \( s \)) is embedded inside the other. The expression \( \text{K-O-F}(x) \) is not evaluated with respect to the situation \( [s]^{M,g,d,c,C} \), but with respect to whatever situation is chosen as the interpretation of \( s \). Furthermore, according to the condition on parameters formulated in §3.4, the ‘Condition on Discourse Interpretation’, a discourse situation is only felicitous if parametric statements such as (4.5) have been resolved, either by accommodation or by identifying the fact in question. By using situation descriptions together with parameters, we get a theory of presuppositions and presupposition cancellation very similar to the one proposed by Heim and van der Sandt.

Event descriptions introduced in §3.5.2 can be modeled as situation descriptions, and their additional ‘completeness’ properties can be specified by means of meaning postulates, as seen in that section. Finally, we can use situation descriptions of the form \( s, s' \), \( s' \) to define the expression \( \{ s \vdash \Phi \} \) as an abbreviation:

**Definition 4.6** \( \{ s \vdash \Phi \} = \text{def} \# s \vdash \Phi \)
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The treatment of quantifiers in CRT is based on Generalized Quantifiers Theory [Barwise and Cooper, 1981; Gärdenfors, 1987; van Eijck, 1991], which is the idea that determiners denote relations between two sets. In CRT, the theory of generalised quantifiers is implemented by means of abstractions over DRSs. For example, the translation of the sentence “Every kid climbed a tree”, discussed in Chapter 5, is repeated below:

\[
(4.6) \quad \text{every}(\lambda \ x \ [T] \vdash \lambda \ x \ [KID](x)) \\
\]

I will only present here the semantics for the determiner `every`; the other strong determiners can be similarly defined. If we ignore the fact that \( [s]^{M,g,d,c,C} \) is set valued, the semantics of the construct \( \text{every}(\lambda \ x \ [s] \vdash K_I)(\lambda \ x \ K_I) \) could be defined, in first approximation, as in the following clause:

- Let \( K_I \) and \( K_C \) be DRSs, let \( s \) be a term of type \( x \), and let \( \alpha \) be a variable of type \( e \). Then

\[
\text{every}(\lambda \ x \ [s] \vdash K_I)(\lambda \ x \ K_I) \text{ is a meaningful expression of type } t \text{, and } \{ \text{every}(\lambda \ x \ [s] \vdash K_I)(\lambda \ x \ K_I) \}^{M,g,d,c,C} = \text{the function } f \text{ of } t. \\
\]

We have here two situation descriptions, one of which (the one providing a partial characterization of \( s \)) is embedded inside the other. The expression \( \text{K-O-F}(x) \) is not evaluated with respect to the situation \( [s]^{M,g,d,c,C} \), but with respect to whatever situation is chosen as the interpretation of \( s \). Furthermore, according to the condition on parameters formulated in §3.4, the ‘Condition on Discourse Interpretation’, a discourse situation is only felicitous if parametric statements such as (4.5) have been resolved, either by accommodation or by identifying the fact in question. By using situation descriptions together with parameters, we get a theory of presuppositions and presupposition cancellation very similar to the one proposed by Heim and van der Sandt.

Event descriptions introduced in §3.5.2 can be modeled as situation descriptions, and their additional ‘completeness’ properties can be specified by means of meaning postulates, as seen in that section. Finally, we can use situation descriptions of the form \( s, s' \), \( s' \) to define the expression \( \{ s \vdash \Phi \} \) as an abbreviation:

**Definition 4.6** \( \{ s \vdash \Phi \} = \text{def} \# s \vdash \Phi \)
What the example shows is that a discourse marker introduced in the restriction of a quantifier may be anaphorically referred to in the nuclear scope; however, with the semantics provided above, neither the discourse marker $s'$ nor the discourse marker $y$ are guaranteed to be assigned by the case of $s'$ the same value they are assigned by the case for $s$.

This kind of reference can be accommodated if we ‘build’ conservativity into the semantics of quantified expressions. Conservativity is a property of relations between sets:

**Definition 4.7** A relation $R$ is said to be **conservative** iff $R(A,B) = R(A \cap B)$

It is known that conservativity is a property of all determiners. If we ‘build’ conservativity into the definition of *every* (non-ambiguous version), we get the following:

Let $K_1$ and $K_2$ be DRSs, let $s$ be a term of type $s$, and let $\alpha$ be a variable of type $e$. Then $\text{every}(\lambda \alpha. [s \vdash K_1] j (\lambda \alpha. K_2))$ is a meaningful expression of type $t$, and $\| \text{every}(\lambda \alpha. [s \vdash K_1] j (\lambda \alpha. K_2)) \|^{M,g,d,c,C}$ is the function $f$ s.t.

$$f(s) = \begin{cases} 
\text{undefined} & \text{iff either } \| \lambda \alpha. [s \vdash K_1] j (\lambda \alpha. K_2) \|^{M,g,d,c,C} \text{ is undefined or } \| \lambda \alpha. K_2 \|^{M,g,d,c,C} \text{ is undefined}; \\
1 & \text{iff for every } s \text{ s.t. } \| \lambda \alpha. [s \vdash K_1] j (\lambda \alpha. K_2) \|^{M,g,d,c,C}([\lambda \alpha. K_2]) = 1, \| \lambda \alpha. K_2 \|^{M,g,d,c,C}([\lambda \alpha. K_2]) = 1, \text{ where } K_1 \cup K_2 \text{ is the DRS whose markers are the union of the markers of } K_1 \text{ and } K_2, \text{ and whose conditions consist of all the conditions of } K_1, \text{ in their order, followed by all the conditions of } K_2, \text{ in their order}; \\
0 & \text{otherwise.}
\end{cases}$$

It is easy (although rather tedious) to check that this definition ensures that the discourse marker $y$ occurring in the nuclear scope of (4.7) is defined, although it does not get bound by the occurrence of $y$ in the restriction (i.e., it is possible that the value assigned to $y$ to satisfy the restriction is not the same as the value assigned to $y$ to satisfy the nuclear scope). The definition can be generalized to the case in which $\| \lambda \alpha. K_2 \|^{M,g,d,c,C}$ is set-valued in the same way than the simpler definition above was.

I will note here that the definition above gives us what Chierchia calls the weak reading of the determiner “every”; i.e., it is only the farmers that are universally quantified over, in order for (4.7) to be true at a situation, it is not necessary that a farmer beat all the donkeys he owns. This rescues the formalism from the so-called **proportion problem** illustrated by sentences such as “Most farmers who own a donkey thrive” on the other hand, it is felt by some that the other interpretation should be available as well. I won’t discuss this issue any further here.

Some might feel that the simpler representation in (4.8) might be adequate for the sentence “Every kid climbed a tree.”

---

Footnotes:

18 This definition has nothing to do with the distinction between strong and weak NPs discussed in Chapter 3.

19 These sentences are felt not to require quantification over farmer-donkey pairs in the same way as sentences such as “Every farmer who owns a donkey beats it.” [Kadmon, 1987; Chierchia, 1992].

Indeed, I use this simpler representation as a shorthand in most cases of quantification discussed in the dissertation. That the more complex (4.6) is needed is, however, shown by examples such as “Every school sent the principal to the meeting.”, that has one (preferred, for some readers) interpretation in which the resource situation for the definite “the principal” is the ‘case’ associated with the school. With the ‘more complex’ representation, this reading can be represented as shown in (4.9).

It can also be shown that the CRT translation for quantifiers assigns the proper truth conditions to sentences such as “No student who was told kind words by a teacher forgot her when he otherwise.”, in which the situation at which the nuclear scope is evaluated need not be the same as the situation in which the restriction is evaluated.

Finally, the ‘Episodic Logic-like’ representation for quantification used in the rest of the dissertation for the lexical semantics of quantified expressions can be defined as follows:

$$[\forall x [s \vdash \Phi] \Psi] = \text{def } \text{every}(\lambda x [s \vdash \Phi]) (\lambda x . \Psi)$$

And the same is true for the other determiners.

Weak NPs are ambiguous between a presuppositional reading, represented as above, and a non-presuppositional reading. The non-presuppositional reading of cardinal NPs can be represented by means of discourse markers and by assuming a treatment of plurality along the lines of Link.

### 4.3.9 Conditionals and Adverbs of Quantification

Although adverbs of quantification are not included in the TRAINTS fragment, I will briefly discuss their semantics in CRT for completeness’ sake. Adverbs of quantification like “always” are treated in CRT as quantifiers over situations, as in [de Swart, 1991; Stump, 1985; Berman, 1987; Chierchia, 1992; Heim, 1990]. The translation of (4.10) in CRT is shown in (4.11).
If a farmer owns a donkey, he (always) beats it.

\[
\text{always} \rightarrow \begin{array}{c}
\text{FARMER} [x] \\
\text{DONKEY} [y] \\
\text{OWNS} [x, y]
\end{array}
\]

The non-set valued definition of \( \parallel K_1 \text{always} \rightarrow K_2 \parallel_{\text{M,g,d,c,C}} \) is as follows:

- Let \( K_1 \) and \( K_2 \) be DRSs. Then \( K_1 \text{always} \rightarrow K_2 \) is a meaningful expression of type \( t \), and \( \parallel K_1 \rightarrow K_2 \parallel_{\text{M,g,d,c,C}} \) is the function \( f \) such that

\[
f(\mathfrak{s}) = \begin{cases} 
\text{undefined} & \text{if either } \parallel K_1 \parallel_{\text{M,g,d,c,C}} \text{ or } \parallel K_2 \parallel_{\text{M,g,d,c,C}} \text{ is undefined over } \mathfrak{s} \\
1 & \text{iff for each sub-situation } \mathfrak{s}' \text{ of } \mathfrak{s} \text{ such that } \parallel K_1 \parallel_{\text{M,g,d,c,C}}(\mathfrak{s}') = 1 \text{ there is a substitution } \mathfrak{s}'' \text{ in } \mathfrak{s}', \mathfrak{s}' \subseteq \mathfrak{s}'' \text{, st. } \parallel K_1 \cup K_2 \parallel_{\text{M,g,d,c,C}}(\mathfrak{s}'') = 1 \\
0 & \text{otherwise.}
\end{cases}
\]

As the case \( \parallel x \in \mathfrak{s} \parallel_{\text{M,g,d,c,C}} \) extends \( \parallel x \parallel_{\text{M,g,d,c,C}} \), it is defined over the discourse markers \( x \) and \( y \), and assigns to them the same values that get assigned to them by \( \parallel x \parallel_{\text{M,g,d,c,C}} \).

The definition can be expanded into a definition for the set-valued version of \( \parallel \parallel_{\text{M,g,d,c,C}} \) in the same way that the clause for \text{every} is:

- Let \( K_1 \) and \( K_2 \) be DRSs. Then \( K_1 \text{always} \rightarrow K_2 \) is a meaningful expression of type \( t \), and \( \parallel K_1 \rightarrow K_2 \parallel_{\text{M,g,d,c,C}} \) is the set of functions \( \{ f \} \) for \( h \in \parallel K_1 \parallel_{\text{M,g,d,c,C}} \), and \( h' \) in \( \parallel K_1 \cup K_2 \parallel_{\text{M,g,d,c,C}} \), \( f \) is the function such that

\[
f(\mathfrak{s}) = \begin{cases} 
\text{undefined} & \text{if either } h(\mathfrak{s}) \text{ or } h'(\mathfrak{s}) \text{ is undefined.} \\
1 & \text{iff for each sub-situation } \mathfrak{s}' \text{ of } \mathfrak{s} \text{ such that } h(\mathfrak{s}) = 1 \text{, there is a substitution } \mathfrak{s}'' \text{ of } \mathfrak{s}, \mathfrak{s}' \subseteq \mathfrak{s}'' \text{, st. } h'(\mathfrak{s}'') = 1 \\
0 & \text{otherwise.}
\end{cases}
\]

This semantics of modals is motivated in greater detail in §5.9.
4.4 DRS CONSTRUCTION RULES AS INference RULES

In this section I discuss in more detail the behavior of the construction rules used to formalize discourse interpretation in CRT. Although these construction rules are very much like those used in DRT, their application may result in conflicting hypotheses; this aspect of the theory is clarified a bit in this section. I also attempt to show the connection between this form of inference and the traditional notion of inference formulated in terms of inference rules, and in particular with the formulation of non-monotonic reasoning due to Reiter [Reiter, 1980]. This part of the proposal is, however, very preliminary.

It would be of interest to study the formal system thus defined in some detail, and providing a semantics for logical forms is a first step towards a system in which some construction rules can be semantically justified. However, I concentrate in this dissertation on construction rules that are defeasible, and therefore all I am going to do in this section is to provide a sketchy description of how the effect of construction rules, and especially defeasible construction rules, can be formalized; I leave a more detailed study of the formal system for further research.

4.4.1 Construction Rules as Operations on DRSs

Inference is traditionally formalized in terms of (additive) operations on sets of formulas called inference rules. The construction rules that get applied in the DRS construction algorithm can be thought of as a generalization of the inference rules found in traditional logic. Whereas an inference rule in first order logic (say, Modus Ponens) is an operation on sets of formulas, a DRS construction rule is an operation on two sets: a set of discourse markers and a set of conditions (that are essentially formulas). That is, whereas an inference rule in traditional logic is an operation that takes a set of formulas as input and returns a set of formulas as output, i.e.,

\[ IR: \varphi(\mathcal{L}) \rightarrow \varphi(\mathcal{L}) \]

(where \( \varphi(\mathcal{L}) \) is the powerset of formulas of the language \( \mathcal{L} \)), a DRS construction rule is an operation that takes a DRS as input and returns a DRS as output, of the form:

\[ CR: \varphi(\mathcal{M}) \times \varphi(\mathcal{L}) \rightarrow \varphi(\mathcal{M}) \times \varphi(\mathcal{L}) \]

Where \( \varphi(\mathcal{M}) \) is the powerset of the set of markers \( \mathcal{M} \).

A second sense in which the construction rules used in DRT and CRT generalize the inference rules of traditional logic is that inference rules are always additive, in the sense that the ‘output set’ of an inference rule always contains the ‘input set’ of formulas, whereas a construction rule in DRT typically operates by replacing a formula in the input DRS, that is, by deleting some formula and adding a new formula that is less underspecified than the input formula. In this sense, the construction rules resemble the operations allowed in the belief revision literature [Gärdenfors, 1988; Nebel, 1990; Gärdenfors, 1992].

The DRS construction rules are combinations of additions and replacements on the marker set and condition set that make up a DRS. Consider, for example, the DRS construction rule EXAMPLE.CR below, a fairly typical example of the kinds of DRS construction rules discussed in Chapter 6:

| Triggering configuration \( \gamma \): | \( YP \rightarrow ZP \) |
| Constraints: | \( \Phi \rightarrow \Psi \) |
| Introducing into \( U_k \): | \( z \) |
| Replace \( \gamma \) with: | \( YP \rightarrow z \) |
| Introduce into \( Con_k \): | \( \Xi \) |

This rule can be thought of as an operation that can apply to a DRS \( K \) if \( K \) contains among its conditions an underspecified representation matching the trigger and the two conditions \( \Phi \) and \( \Psi \). The condition set resulting from the inference rule is obtained by deleting the trigger from the initial condition set, and adding one marker \( z \) and two conditions: the logical form that replaces the trigger, and the condition \( \Xi \).

An inference rule like Modus Ponens can clearly also be defined as an operation on DRS, although one that does not add any new markers and does not replace its trigger.
contains only one condition, A, and if consists of two construction rules— one that replaces A with B, the other that replaces B with A again—there will be no complete hypothesis derived from K under $\Delta$.

I will add, however, that this is not a problem for the class of construction rules we consider. All the construction rules used in this dissertation that actually include a replacement operation are such that they replace an underspecified representation with a less underspecified one. In other words, they are all of the form 'Replace A with A', where A $\vdash A$. It's easy to see that this cannot lead to an infinite 'flip-flop'. (Note that things would be different were we to allow for arbitrary deletions.)

It is important to understand that because I am only interested in characterizing the set of inferences that actually get made during surface discourse interpretation, the set $\Delta$ of construction rules does not include the set of inference rules of first order calculus, thus the notion of 'deductive closure' and of 'extension', that are distinct in Reiter's system, are merged here.

In order to simplify the formulation of the construction rules, I allow some syntactic sugar in the specification of the trigger. Where Kamp and Reyle would have disjunctions in the trigger of their conditions—that is, they would have construction rules that allow more than one trigger (and can be thought of as corresponding to a set of construction rules), I will use triggers of the form:

Having established a connection between the notion of construction rule and the notion of inference rule, we can obtain a notion of 'derivability': this is a relation between DRSs defined with respect to a set $\Delta$ of construction rules.

**Definition 4.8** The DRS $K'$ follows from the DRS K with respect to the construction rules set $\Delta$, $K \vdash^\Delta K'$, if $K'$ is consistent, it is either the same as $K$, or it is obtained by applying a construction rules in $\Delta$ to a DRS $K'$ such that $K \vdash^\Delta K'$.

I will call a DRS K such that $K \vdash^\Delta K$ an hypothesis derived from K by $\Delta$.

It’s also useful to define the notion of complete hypothesis of a DRS K under the set of construction rules $\Delta$, written $\mathrm{CH}^\Delta(K)$: a complete hypothesis is an hypothesis K' derived from K by $\Delta$ that is 'maximal' in the sense that no construction rule in $\Delta$, when applied to K', results in a larger consistent hypothesis derived from K by $\Delta$, K'.'

Just as in first order logic, a complete hypothesis derived from K by $\Delta$ in general will not be finitary—it is enough for a complete hypothesis to be infinite that the 'initial hypothesis' $\mathrm{CON}_K$ contain at least two conditions, and that $\Delta$ contains a rule of conjunction introduction. It’s also clear that a DRS K will result in a single complete hypothesis under $\Delta$ only if all construction rules in $\Delta$ are sound; more in general, there will be more than one complete hypothesis.

The notion of complete hypothesis is in part derived from Reiter’s notion of extension [Reiter, 1980]. It is known that, in general, a default theory doesn’t always have extensions (extensions being the closest notion in Default Logic to the notion of closure). It’s not clear yet whether the argument for the lack of extensions in DL transports to CRT, but in the system sketched here there is an additional reason for DRSs not to originate complete hypotheses under a set of construction rules $\Delta$. This is because a construction rule may replace a condition in a DRS, instead of simply adding new conditions to it. Thus, for example, if K is a DRS that contains only one condition, A, and if $\Delta$ consists of two construction rules— one that replaces A with B, the other that replaces B with A again—there will be no complete hypothesis derived from K under $\Delta$.

In the system just sketched, all construction rules have the same 'strength'. As discussed in §1.5, however, it appears that in discourse interpretation some rules may override others. I proposed in §1.5 a distinction between two kinds of construction rules: strong ones and weak ones. I also proposed that the hypotheses generated by discourse interpretation are then ranked on the basis of their plausibility. Accordingly, we want to characterize the set of hypotheses obtained by discourse interpretation in terms of a discourse inference system, a triple:

\[
D = (K, \{ \Delta_1 \ldots \Delta_n \}, \pi)
\]

where K is a root DRS, $\Delta_1 \ldots \Delta_n$ are n sets of construction rules, and $\pi$ is a plausibility function.

The set of complete hypotheses with respect to a discourse inference system D is defined as follows. The construction rules are arranged in sets in such a way that the inference rules in $\Delta_j$ take precedence over the inference rules in $\Delta_i$ if $j < k$. ‘Taking precedence’ here is meant in the sense in which a set of beliefs takes precedence over another in Hierarchic Autoepistemic Logic [Appelt and Konolige, 1988]: each set of construction rules applies only to the consistent complete hypotheses resulting from the application of all the higher-priority sets of construction rules. First the construction rules at level 1 are applied to initial DRS K. Because conflicts
may result from the application of these construction rules, in general more than one consistent complete hypothesis may be found. Then, the inference rules at level 2 are applied to each of these complete hypotheses, and so forth.  

More formally, the set of complete hypotheses under a discourse inference system $D \mathcal{H}_S$ is defined as follows. Let $\mathcal{H}_w$ be the DRS $K$, and let $\mathcal{H}_S = \{ \mathcal{H}_w \}$. Then, for $j = 1, \ldots, n$, $\mathcal{H}_S j$ is the set of all consistent complete hypotheses $\{ \mathcal{H}_j, \ldots, \mathcal{H}_m \}$ derivable from a complete hypothesis $\mathcal{H}_j$ in $\mathcal{H}_S$ under a subset of the axioms in $\{ \Delta_1, \ldots, \Delta_j \}$. The resulting set of complete hypotheses $\mathcal{H}_S = \mathcal{H}_S w$.

Once all set of extensions of the discourse inference system has been computed, the plausibility function $\pi$ is invoked to determine a partial order between these extensions. A perceived ambiguity is observed if $\mathcal{H}_S$ has more than one element, and there is no complete hypothesis $\mathcal{H}_a$ such that $\mathcal{H}_a$ is 'more plausible' than all of the other elements in $\mathcal{H}_S$.

In practice, only two levels of default inference rules are used in Chapter 6—I’ll call them strong defaults and weak defaults, respectively.  

4.4.3 Syntactic and Semantic Definitions of Inference

Although the construction rules are defined in a syntactic fashion—as operations on sets of formulas—a connection between the syntactic definition and the semantics of the language is not precluded. That is, it is possible to characterize these operations as operations on sets of (sets of) propositions.

For example, it is possible to characterize an operation as sound if it does not result in an interpretation which was not included in the space of possibilities left by the original hypothesis, thanks to the fact that in CRT underspecified representations are assigned a semantic interpretation. I also discussed in §3.8.6 how I propose to account for the effect on interpretation of syntactic factors such as PP preposing by assuming that the common ground includes information about the syntactic structure of utterances, in the form of ‘micro conversational events’.

5 Syntactic Structure and Lexical Semantics in a TRAINS fragment

The scope assigned to operators is in part determined by syntactic and semantic constraints, in part by the result of discourse interpretation procedures. In this chapter I present my semantic analysis of several classes of lexical items, together with my analysis of a number of constructions with interesting properties as far as scope is concerned, and I discuss how this syntactic and semantic information results in scoping preferences such as the Quantifier Hierarchy. The ‘fragment,’ or subset of English, defining the cases of scope assignment that I analyzed has been in large part determined by the TRAINS corpus. This ‘TRAINs fragment’ includes a subset of the operators listed in §1.4 that includes definite and indefinite descriptions, modals, tense and the quantifier “every”. The TRAINs fragment also includes a variety of linguistic constructions such as temporal adverbials and there-insertion clauses.

Each section of this chapter is concerned either with a class of lexical items (e.g., proper names, definite descriptions or modals) or with a particular construct, such as there-insertion sentences or infinitival clauses. Both the semantic translations of lexical items and my assumptions about syntax are discussed; the semantics of the logical forms fragments involved with each construction is also provided.

5.1 NOUN PHRASES THAT ARE NOT OPERATORS: PROPER NAMES, PRONOUNS, AND BARE PLURALS

I will first of all consider those noun phrases that are not operators in the sense discussed in §3.2, i.e., that do not originate scopal ambiguities. As discussed in §3.2, these are the NPs whose logical form has a Cooper Value that can be specified without using the storage mechanism. There are three such cases of NPs in the TRAINS fragment: proper names, pronouns, and bare plurals.

5.1.1 Proper Names

Proper names are translated as constants of type $e$. For example, in the proper name “Corning” has the following translation:

\[ \text{Corning} \]

There are other such NPs in the TRAINS conversations, most notably demonstratives, but I will not discuss these.
Here, \( e \) is a constant of type \( e \). I assume that type-raising operations [Partee and Rooth, 1983] are available to ‘lift’ the translation of proper names to that of quantified NPs, so as to obtain a denotation that can be conjoined with that of a quantified NP such as “several of his friends” as in “John and several of his friends.”

5.1.2 Pronouns

First and second person pronouns are translated using the indexicals self and other discussed in §4.3. A small complication is the fact that “I” refers to self during generation, and to other when interpreting an utterance of the other speaker’s, so in fact “I” should be translated as a parameter that may assume one of these two values; I ignore this complexity here, and simply assume that special indexicals I, you, and we exist, that are used to translate these pronouns and get interpreted appropriately:

- “I” \( \leadsto I \)
- “You” \( \leadsto you \)
- “We” \( \leadsto we \)

Third person pronouns are referentially ambiguous expressions, and are therefore translated as parameters of type \( e \), as already discussed in §3.4 and §4.3. This also makes pronouns presuppositional NPs, which seems correct (cfr. Heim’s discussion in [Heim, 1987]).

- “he” \( \leadsto x \)

1This translation, while adequate for my purposes, falls short in two respects. First of all, proper names should be classified as presuppositional NPs. In §3.5 I proposed to reformulate the classification of NPs in ‘presuppositional’ and ‘non-presuppositional’ to make it depend on whether the NP’s classification was parametric or non-parametric; but the translation above makes proper names non-presuppositional. Secondly, proper names in our conversations often may include a predicative component, as in “engine E1” or “city of Bath”. This suggests a translation closer to those used in DRT——i.e., of the form \( \lambda P.\ \text{CORNING}(x) \land P(x) \), where \( x \) is a discourse marker—except with the discourse marker replaced by a parameter, as follows:

\[
\text{“Coming”} \leadsto \lambda P.\ \text{CORNING}(x) \land P(x)
\]

Kamp sketches in [1990] a way to ‘anchor’ translations of this kind so that one would get a referential interpretation along the lines of Köpke’s theory of reference [Köpke, 1972].

2Again, a more complex translation would arguably be required, taking into account gender and number of the pronoun, such as:

\[
\text{“he”} \leadsto \lambda P.\ \text{MALE}(x) \land \text{ATOM}(x) \land P(x)
\]

However, it’s not at all clear whether this kind of information should be part of the semantics, instead of being represented in the form of syntactic features, that would also be part of the logical form and thus could still be used to trigger the appropriate interpretation rule. At the moment, I assume this latter solution.

- “him” \( \leadsto x \)
- “her” \( \leadsto x \)
- “it” \( \leadsto x \)
- “they” \( \leadsto x \)

This representation can be used for referential as well as anaphoric and e-type uses of pronouns.

5.1.3 Bare Plurals

Following Carlson, I assume that bare plurals such as “oranges” are uniformly translated as kind-denoting terms. As discussed above, I also assume that kinds are predicate nominalizations, as suggested by Cocchiarella, Chierchia, and Schubert and Pelletier. The translation for the bare plural “oranges” is shown below. \( K \) is the ‘kind-forming’ operator proposed by Hwang and Schubert.

\[
\text{“oranges”} \leadsto K(\text{ORANGE})
\]

5.1.4 Logical Forms for Non-operator Noun Phrases

The syntactic analysis of noun phrases is the subject of much debate these days (e.g., [Abney, 1987]). I omit all discussion and simply assume, in this section as well as in the sections dedicated to the semantic translation of quantified NPs, that NPs are primitive constituents of logical form, that is, that the logical form fragment associated with NP is of the form:

\[
(5.1) \ [\text{NP NP}] \]

where \( \text{NP} \) is the translation obtained by combining the translations of the subcomponents, if any. E.g., the logical form fragment for the proper name Corning, whose semantic translation was shown before, is of the form:

\[
[\text{NP \ e}]
\]

and one logical form for the pronoun “he” is as follows:

\[
[\text{NP \ x}]
\]

The denotation of these logical form fragments depends on the kind of noun phrase. As none of the NPs discussed in this section is an operator, the Cooper Value CV of the logical forms associated with these NPs is always a singleton set: if \( [\text{NP \ NP}] \) is such a logical form fragment, then

\[
\text{CV}([\text{NP \ NP}]) = \{ [\text{NP}] \}.
\]
This means that there are no alternative ways of ‘using’ the meaning of one of these NPs in a
derivation, and therefore no scope ambiguities may result from the interaction of these NPs with
other NPs, although the resulting interpretation may still be ambiguous —e.g., in the case of
pronouns, that denote parameters.5

5.2 EVERY-NPS AND OTHER QUANTIFIERS

5.2.1 The Semantic Translation of Strong and Weak Determiners

As discussed in §3.6 and §4.3, I adopt Milsark’s distinction between strong and weak
NPs, formulated as a distinction between NPs with existential presuppositions and NPs without
existential presuppositions; and I assume that an existential presupposition is a statement of the
form &phi;K, where &delta; is a parameter of type x.

NPs of the form “det Q” where “det” is a strong determiner, such as “every boxcar”, are
assigned the schematic translation in (5.2):

\[
\text{(5.2) } \text{“det Q” } \leadsto \lambda P \left[ \text{det } x \left[ \delta ; Q(x) \right] / (P(x)) \right]
\]

I discussed in §4.3 that (5.2) is shorthand for the more complex ‘generalised quantifiers’ transla-
tion:

\[
\text{every} (\lambda x [\delta ; \Phi]) (\lambda x \Psi)
\]

Weak determiners, such as “many” or “some”, are ambiguous between a strong interpretation
(represented as in (5.2)) and a weak reading, represented as follows:

\[
\text{(5.3) } \text{“det Q” } \leadsto \lambda P \text{ det } x [Q(x) \land P(x)]
\]

The semantics of these translations is discussed in §4.3.

5.2.2 Logical Forms

As mentioned in the previous section, I assume that NPs are ‘basic’—i.e., undecomposed—
logical form constituents. This also applies to quantified NPs, which means I will not discuss
here the syntactic structure of relative clauses and other prenominal or postnominal modifiers.
(There are very few cases of complex NPs in the TRAINS conversations.) The logical form
translation associated with both strong and weak NPs is of the form:

\[
[NP \text{ NP}]
\]

---

5This claim seems to be rather uncontroversial in the case of pronouns and proper names, less so in the case of
bare plurals. It has been argued that bare plurals are ambiguous between an ‘existential’ and a kind reading [Diesing,
1992]. I ignore this possible complexity here.

where NP is the semantic translation of the NP. I treat presuppositional quantifiers as operators—
that is, I assume that the logical form fragment associated with a presuppositional quantifier has
a Cooper Value consisting of two distinct sequences, one of which is the semantic translation of
the quantifier, the other obtained by putting the quantifier ‘in storage’. In order to make it simpler
to define the ‘storage discharging’ operations later, I propose that what gets put in storage is not
the quantified CV, but the function from propositions to propositions obtained
by applying the translation of the quantified NP to the predicate &lambda; x &Phi;, where &Phi; is a variable of
type t, and then abstracting over &Phi;: this results in a uniform storage value for tense, modals, and
quantified NPs.

- CV([NP \lambda P \text{ det } x [\delta ; Q(x)] / (P(x))]) = \{ (\lambda P \text{ det } x [\delta ; Q(x)] / (P(x)),
  \{ (\lambda P \text{ det } x [\delta ; Q(x)] / (Q(x)), (\lambda P \text{ det } x [\delta ; Q(x)] / (\Phi)) \}

I assume instead that the non-presuppositional interpretation of weak NPs does not result in an
operator; that is, that the logical form associated with that reading has a ‘Cooper Value’ that
consists of a single sequence:

- CV([NP \lambda P \text{ det } x [Q(x) \land P(x)]]) = \{ (\lambda P \text{ det } x [Q(x) \land P(x)]) \}

This distinction is related to the hypothesis, most recently advanced by Diesing [1992], that the
non-presuppositional interpretation of weak NPs is not subject to Quantifier Raising (in my terms,
it is not an operator) and therefore only weak NPs get wide scope on the presuppositional and the
specific reading.6 What in Diesing’s proposal is a syntactic property of these NPs (i.e., whether or
not they undergo Quantifier Raising) becomes now the consequence of three hypothesis: that
the aim of discourse interpretation is to assign values to the parameters that occur in a logical
form; that scope assignment is driven by this process of discourse interpretation, in the sense
that DRT-style ‘model construction rules’ are activated when these parameters are resolved; and
that there are two classes of NP interpretations, some that require parameters to be identified,
and others that do not contain parameters. If we put these hypotheses together, we get the result that
unless the semantic translation of an NP is parametric, no model construction rules are applied,
and therefore the NP is interpreted in the scope of whatever operator was part of the sentence;
in effect, the NP ‘doesn’t raise’.

We also get the prediction that the easier for an NP to be interpreted as presuppositional, the
stronger its tendency to take wide scope. This is because there are no discourse interpretation
rules triggered by the non-presuppositional reading of weak NPs, since this reading does not
contain any parameters. This might explain some of the Quantifier Hierarchy effects observed
in the literature. Van Lehn already observed something of the sort and proposed a ‘definiteness
hierarchy’. More in general, the tendency of indefinite NPs and other weak NPs in object position
to take narrow scope may result from a difficulty of interpreting them as presuppositional in
that context. 5 I agree with van Lehn that the ‘Quantifier Hierarchy’ is in fact the result of two

---

5For example, these two readings coincide.

6Although the choice of an interpretation for a weak NP is, strictly speaking, a matter for a dissertation on lexical
disambiguation, it seems a bit unfair to leave out the issue entirely. I believe that Diesing’s hypothesis that
the syntactic position affects the choice of an interpretation is on the right track. Namely, a weak NP that is in a syntactic
position marked as part of the ‘new’ information (inside a VP) tends to be interpreted as non-presuppositional,
whereas a weak NP that is outside of VP tends to be interpreted as presuppositional.
distinct factors: context-dependency and distributivity, and I discuss the scoping differences between ‘singular’ universal NPs such as “every boxcar” and plural definite NPs with universal force such as “the boxcars” below.

I must add that the fact that non-presuppositional interpretations of weak NPs do not behave as operators hasn’t been established beyond any doubt, so it should be taken as just a reasonable hypothesis. Two issues that need to be addressed are whether the presuppositional and specific reading of indefinites are in fact the same, and whether NPs like “a boxcar” count as weak, which they should according to Milnsark’s there-insertion text. Assuming that the answer to both questions is yes, we need to ask whether “a kid” in (5.4a) and “a banana peel” in (5.4b), both of which seem to take wide scope on the preferred reading of the sentence in which they occur, are presuppositional. I would say that perhaps a case may be made for (5.4a), but I’m more skeptical about (5.4b). I’ll leave this issue for further research.

(5.4) a. A kid climbed every tree.

b. John didn’t see a banana peel and slipped.

5.3 DEFINITE DESCRIPTIONS

5.3.1 The Semantics of Definite Descriptions: Two Proposals

Two main proposals exist concerning the semantics of definite descriptions. Russell [1905] proposed that a sentence like “The dog came in” asserts that there is a dog, that this dog is unique, and it came in. This translation can be represented as in (5.6).

(5.5) The dog came in.

(5.6) \( \exists x \text{DOG}(x) \land (\forall y (\text{DOG}(y) \rightarrow y = x)) \land \text{CAME-IN}(x) \)

Three aspects of this proposal have been criticized. Strawson [1950] argued that sentence (5.5) is neither true nor false when there is no dog; the existence of a dog, according to him, is not asserted by (5.5), but only presupposed. Several authors have argued that definite descriptions are not quantificational; perhaps the best argued of these theories is Heim’s [1982], that I discuss below. Finally, it has been observed (e.g., by Lewis [1979]) that uniqueness needs to be qualified somehow, or else a sentence like (5.5) could only be true in a world that includes a single dog.

The Russelbian proposal is nevertheless enjoying renewed interest these days, thanks to the work of Grice [1969], Kripke [1977], Neale [1990] and Kadmon [1987]. According to Grice, it is necessary to distinguish between what the speaker says and what the speaker means. The truth conditions of an utterance of a sentence of the form ‘the F is G’ are thus strictly Russelbian even when the ‘the F’ is used referentially; “…the speaker may, however, wish to get it across to the hearer that a particular individual \( b \) is \( G \), and may succeed in doing this by exploiting the fact that both speaker and hearer take \( b \) to be the ‘F’ (‖Neale, 1990‖, p.9).” So, while “…it is surely not open to dispute that a sentence of the form ‘the F is G’ may be used to communicate an object-dependent thought to someone, to the effect that some particular individual \( b \) is \( G \) (‖Neale, 1990‖, p.7),” in our daily talk we very often convey things “…indirectly, relying on what we take to be our interlocutors’ abilities …to grasp …what we mean by our utterances (‖Neale, 1990‖, p.9).”

Neale implements this proposal by introducing in the object language a determiner \( \text{THE} \) defined as in (5.7), and by assuming that definite NPs such as “the dog” have a unique translation of the kind in (5.8) (‖Neale, 1990‖, p. 45):

(5.7) ‘[\( x: F(x) \land G(x) \)’ is true iff \( ||F \cdot G|| = 0 \) and \( ||F|| = 1 \)

(5.8) “the dog” \( \leadsto \lambda \text{THE} x: \text{DOG}(x) \land \text{CAME-IN}(x) \)

Lewis [1979] and Kadmon [1987] also suggest that uniqueness can be rescued if we assume that domain selection takes place; i.e., that definite descriptions are just like all other quantified NPs in that they need the set of quantification to be contextually determined.

An alternative approach to the semantics of definite descriptions was proposed by Heim in her dissertation [1982]. According to Heim, definite and indefinite NPs are not quantifiers, but open variables. The truth conditions for (5.5) proposed by Heim are as follows:

(5.9) \( \text{DOG}(x) \land \text{CAME-IN}(x) \)

in (5.9), \( x \) is an open variable. Furthermore, Heim proposes that the sentence “a dog came in” has the same translation; the difference between definites and indefinites is that (i) definites must be familiar in the context, and (ii) the restriction on a definite NP (in the case of “the dog”, the predicate \( \text{DOG}(x) \)) must be presupposed.

These aspects of the interpretation of definites and indefinites are captured with reference to the common ground. Heim argues that the right metaphor for thinking about the common ground is that of file cards which are augmented as a discourse proceeds with the content of each utterance, and whose domain consists of the indices of definite and indefinite NPs. Heim then characterizes the difference between definites and indefinites in terms of a Novelty/Familiarity Condition that reads as follows (‖Heim, 1982‖, p. 370):

Novelty-Familiarity-Condition:
For \( \Phi \) to be felicitous w.r.t. a file F it is required for every NP, \( \Phi \) that:

i. if NP is \([\text{-definite}]\), then i \( \not\in \text{Dom}(F)\);

ii. if NP is \([\text{+definite}]\), then

a. i \( \in \text{Dom}(F)\), and

b. if NP is a formula, \( F \) entails NP

Heim argues that the fact that definite descriptions refer uniquely is not a consequence of their semantic interpretation, but of the fact that the listener, upon hearing a definite NP, has to identify a unique referent for it in the common ground, which cannot be done unless the common ground contains only one appropriate object.

There are good arguments both in favor of the Russelbian position and in favor of Heim’s theory, and the debate about the relative merits of these two positions has been extensive. The proposals about definite description interpretation I present in §6.5 do not really depend on choosing one or the other framework; however, I believe that Heim’s approach fares better than the Russelbian proposal in the case of definite NPs of the form “the N of NP” like those in (5.10).

(5.10) a. I got these data from the student of a famous linguist. (Zamparelli, p.c.)
b. The village is located on the side of a mountain.

c. I usually had breakfast at the corner of a major intersection.

d. On Friday, a bomb exploded outside the offices of an American corporation.

All of the definite NPs in (5.10) have an interpretation that does not require uniqueness in the sense of Russell. (5.10a), for example, has an interpretation that can be paraphrased as “There is a famous linguist, and there is a student of this famous linguist, and this student gave me these data.” This interpretation does not require either there to be a unique student of a famous linguist, or the famous linguist in question to have a unique student. (Similar examples were discussed by Löbner [1987].) Although these examples are problematic for Heim’s theory as well, in that no familiarity with the student in question seems to be requested, it is possible to modify the conditions under which familiarity is requested in such a way as to obviate the problem, as I discuss in [Poesio, 1994]. It is not possible, however, to reconcile these examples with a theory like Russell’s, since in that theory uniqueness is the only difference between NPs like “the student of a famous linguist” and NPs like “a student of a famous linguist”.

Before discussing my semantic translation for definite descriptions, I will discuss a theory of definite description interpretation that is closely related to Heim’s theory and that gives some insights into the appropriate translation for definite descriptions.

### 5.3.2 Interpretation of Definite Descriptions: The Location Theory

The location theory of definite descriptions [Hawkins, 1978; Clark and Marshall, 1981] is perhaps the most widely accepted account of the processes resulting in an hearer’s assigning a referential interpretation to a sentence containing a definite NP. According to Hawkins ([1978], p.167), the defining aspects of this process are that

1. “...the hearer is instructed to locate the referent in some shared set of objects” (emphasis added)

2. “the speaker refers to the totality of the objects/mass within this set that satisfy this restriction” (emphasis added.)

This theory can be seen as combining an hypothesis about the semantics of definite descriptions (point 2), with one about the process of pragmatic interpretation (point 1). According to the location theory, the aim of definite description interpretation is (i) to identify a shared set of objects, and (ii) to identify the referent of the definite within that shared set.


\[(5.11) \quad \text{A and B mutually know that } p \iff (q) \text{A and B know that } p \text{ and that } q.\]

Clark and Marshall also explain how people can infer mutual knowledge, which apparently requires checking an infinite amount of conditions of the form ‘A knows that B knows that ... that p.’ Their solution is based on a proposal by Lewis’: if A and B make certain assumptions about each other’s rationality, they can use certain states of affairs (grounds) as a basis for inferring the infinity of conditions all at once. In the case of a ‘visible situation’ use of definite descriptions, for example (see §3.7.1), the grounds consist of two parts: direct visual evidence of copresence, and assumptions about the situation—that the other participant in the conversation is consciously attending, that he is rational, and so forth.

Heim’s theory of definite and the location theory, under the theory of presupposition presented in §3.6, turn out to be closely related. I proposed in §3.6 that $\Phi$ existentially presupposes $\Psi$ if $\Phi$ is of the form ...$\Psi$ ..., that is, if in order to interpret $\Phi$ it is required that the common ground contains a situation $\tau$ that supports $\Psi$. It’s clear that if we take the common ground to represent what’s mutually known, then the situation that is needed to satisfy the presupposition is a ‘shared situation’ in the sense of Hawkins. And to require that the referent of the description can be identified in the shared set is tantamount to requiring that its index be identified as that of an existing file card. I discuss in the next section a semantic translation for definite descriptions that draws on both theories, while at the same time providing an indication of which aspects of the interpretation of a definite description have to be resolved by discourse interpretation processes.7

### 5.3.3 A Situation-Theoretic Formulation of the Semantics of Definite Descriptions

Taking Heim’s theory as a starting point—in the sense that definite NPs are not translated as quantifiers, but as introducing discourse markers—and formulating the notions of ‘presupposition’ and ‘familiarity’ as suggested by the location theory, we get the translation for definites in (5.12). According to (5.12), “the boxcar” denotes the set of properties $P$ that hold of a discourse marker $x$ which has the property of being equal to an object $\hat{y}$ that is a boxcar in situation $s$. The interpretation of a definite $NP$ contains two parameters: a parameter indicating that the resource situation of the NP has to be identified, much as in the case of strong quantified NPs, and a parameter indicating that the discourse marker has to be related to a previously introduced discourse marker. Following ([Barwise and Perry, 1983], p.145), I call the situation $s$ which includes the objects quantified over by a determiner the resource situation of that determiner; $\hat{s}$ is the resource situation of the definite description in (5.12).

\[(5.12) \quad \text{“the boxcar”} \Rightarrow \lambda P \{s \in [\text{BOXCARS}\times x \equiv \hat{y}(s)] \land \text{P}(x)\}\]

The location theory can be reformulated in terms of parameter anchoring as follows: the aim of the interpretation processes involved in definite description interpretation is to find an appropriate anchor for the situational parameter denoting the resource situation of the definite—i.e., to recognize an intention of the speaker’s of the form:

\[
\text{INTEND}(\text{spkr}, \hat{s} = s)
\]

---

7 Additional interpretive processes are known to be involved in the interpretation of definite descriptions [Cohen, 1984], but in order to interpret the definite descriptions found in the current set of TRAINS transcripts all that the hearer is required to do is to identify a suitable ‘shared set’ and its referent. Therefore, I am only concerned with this process in this dissertation.
where \( \hat{S} \) is the resource situation of the definite and \( s \) is the situation the speaker intends the hearer to ‘locate’ the referent of the definite in. The task of a theory of definite description interpretation, then, is to provide principles for anchoring resource situations that generate hypotheses about the intended identity of the resource situation of the determiner.

### 5.3.4 Logical Forms

The translation proposed above makes definite NPs strong NPs, thus one would expect the associated logical forms to denote two distinct sequences, like other presuppositional NPs:

\[
\text{CVI}_{\text{NP}} \lambda \ P \ [s \models \{Q(x) \land x = \hat{y} \} \land P(x)] = \{ (\lambda \ P \ [s \models \{Q(x) \land x = \hat{y} \} \land P(x)]), \\
(\lambda \ x, \ y, \ \Phi \ [s \models \{Q(x) \land x = \hat{y} \} \land \Phi] \}
\]

because, however, the value assigned to the discourse marker \( x \) only depends on the value of the parameter \( \hat{y} \), the interpretation of the definite NP is only going to be affected by other operators if the definite is interpreted as anaphoric on markers introduced in the scope of these operators, that is, if the second parameter in the interpretation of the definite is ‘anchored’ to a marker in the scope of an operator, as in the examples in (5.13):

(5.13)  
- a. If a dog sees a cat, the cat meows.
- b. Each school sent the principal to the meeting.

I propose therefore that definites are not operators: i.e., the Cooper value of the logical form associated with a definite is as follows:

\[
\text{CVI}_{\text{NP}} \lambda \ P \ [s \models \{Q(x) \land x = \hat{y} \} \land P(x)] = \{ (\lambda \ P \ [s \models \{Q(x) \land x = \hat{y} \} \land P(x)]), \\
(\lambda \ x, \ y, \ \Phi \ [s \models \{Q(x) \land x = \hat{y} \} \land \Phi] \}
\]

### 5.3.5 Plural Definite NPs

I assume that, once the semantic distinction between singular and plural predicates is factored out, plural definite NPs are translated much as singular definite NPs.

As mentioned in §4.1, my treatment of plurals is borrowed from Link’s [1983], according to whom the universe \( \mathcal{U} \) is a semi-lattice whose elements model groups of atomic individuals, and whose partial order relation models group inclusion. I’ll also recall from that section that the predicate modifier ‘ maps a predicate \( P \) onto a predicate \( P’ \) whose extension is group whose elements are in the denotation of \( P \); for example, the extension of the predicate \( \text{BOXCAR}’ \) consists of all the possible groups of boxcars.⁴

This results in the following translation for the plural definite NP “the boxcars”:

(5.14)  
“the boxcars” \( \mapsto \lambda \ P \ [s \models \{\text{BOXCAR’}(x) \land x = \hat{y} \} \land P(x)] \)

⁴Link’s treatment has been criticized by Landman [1989a; 1989b], who argues that there is no need for groups and simple sets can be used instead. Adopting Landman’s ontology instead of Link’s would not seriously affect my proposal.

What I said above about the Cooper Value of logical forms like \( [\text{NP} \ \text{def’}] \), where \( \text{def’} \) is the translation of a singular definite NP, holds for plural definite NPs as well: the value is a singleton set consisting of the sequence \( \{ (\text{def’}) \} \).

Notice that van Lehn’s revision of Ioup’s hypothesis about a quantifier hierarchy may be explained as a consequence of the difference between the translation of NPs such as “each child” and the translation of NPs such as “the children”. Consider first the following revised version of Ioup’s minimal pair (1.44, discussed in Chapter 1):

(5.15)  
- a. I saw a picture of each child.
- b. I saw a picture of the children.

(1.44a) has at least two semantically licensed translations, one in which the NP “each child” takes wide scope, the other in which the NP “a picture” takes wide scope; of the two, the first reading is preferred because “each child” only has a presuppositional interpretation, whereas, as I mentioned above and I discuss more in detail in the section below on indefinites, indefinite NPs tend to be interpreted non-presuppositionally unless they are in subject position or otherwise marked as specific. (5.15b), however, has only one interpretation, that can be represented as in (5.16):

(5.16)  
\[
\begin{array}{c|c|c}
\text{PICTURE}[x] & \text{CHILDREN}[y] & \text{SHOWED}(\text{SELF},x,y) \\
\end{array}
\]

The contrast actually observed by Ioup (I repeat her minimal pair below), can be explained in the same way:

(1.44)  
- a. I saw a picture of each child.
- b. I saw a picture of all the children.

That “the children” and “all the children” are not completely synonymous is shown by the following contrast:

(5.18)  
- a. The children are numerous.
- b. *All the children are numerous.

However, this contrast is not usually taken to indicate a distinction in the denotation: that is, both “the children” and “all the children” are taken to denote a group. Instead, it is argued that the contrast reflects a difference in how the predicate gets applied to this group. This proposal is summarized in the following hypothesis (from Dowty, 1986b):

(5.19)  
Hypothesis: the effect of all on a collective predicate is to fully distribute the predicate sub-entailments to every member of the group argument. …

Thus, (1.44b) results in a semantic interpretation that, although not identical with the interpretation of (5.15b), resembles it in that it does not introduce any scope dependency, hence the interpretation is that observed by Ioup.
The treatment above is based on the assumption that “all” behaves in (1.44b) as a ‘prede-
terminer’ instead of as a quantifier. There are independent reasons for assuming that “all” is at
least ambiguous between a quantificational reading and a modifier reading. For example, “all”
may ‘float’:

(5.20) The children all got a present for their birthday.

This ambiguity of “all” may explain the difference in scoping between “all the children” and
“all of the children”, displayed in (5.21):

(5.21) a. John gave a box of candy to all the children.
    b. John gave a box of candy to all of the children.

The preferred reading of (5.21a) is like the preferred reading of (1.44b): only one box of candy
is involved. However, the preferred reading of (5.21b) is one that involves more than one box
of candy. I propose that in (5.21b), “all” is interpreted as a quantifier.10

5.4 INDEFINITE NOUN PHRASES

5.4.1 Presuppositional and Non-Presuppositional Translations for Indefinite NPs

As discussed in §5.2, indefinites and other weak NPs such as many-NPs have both a presupposi-
tional and a non-presuppositional translation. The non-presuppositional translation for the
indefinite “a boxcar” is as follows:

(5.22) “a boxcar” \rightarrow \lambda P [\text{BOXCAR}(x) \land P(x)], where x is a new discourse marker.

This translation is immediately related to Heim’s translation: the indefinite NP introduces a
discourse marker x, and this discourse marker has to be new. The presuppositional translation
for the same indefinite is as follows:

(5.23) “a boxcar” \rightarrow \lambda P [[x \models \text{BOXCAR}(x)] \land P(x)], where x is a new discourse marker.

This second translation corresponds to Enc’s ‘specific’ translation for indefinite NPs [Enc, 1991].
My proposal and Enc’s are closely related. Enc generalizes Heim’s theory by proposing of inde-
definites that each NP has two indices, instead of just one as in Heim’s theory; both of
these indices may be marked +def. The first index corresponds to Heim’s file card index; an
NP whose first index is +def must be familiar, i.e., its index must be identical with the index
of some previously introduced NP. If the second index is +def, the referent of the NP must be part
of some set of objects already introduced in the context. A definite NP, according to Enc, is an
NP both of whose indices are +def; a specific indefinite is an NP whose first index is marked -def, whereas its
second index is marked +def.11

In the proposal developed here, NPs, instead of having two indices, may have one or two
parameters. As seen above, definite NPs have two parameters, indicating that both their referent
and their resource situation have to be identified. Pronouns have only one parameter, for the
referent. Where Enc would have an NP whose first index is marked +def, we have here a NP
whose referent has to be identified in context and denotes a parameter.

The presuppositional reading of strong and weak quantified NPs, according to my theory, is
the reading that corresponds to an interpretation in which the resource situation of the quantified
NP has to be identified. Identifying the resource situation for the quantifier ‘det P’ clearly gives
us a set of objects of type P in that situation; that is, where Enc would have an NP whose second
index is +def, we have an NP with a parametric resource situation.

The difference between the two theories is that definiteness and specificity are taken to
be syntactic characteristics of an NP according to Heim and Enc, whereas they are seen as
pragmatic characteristics of an NP here. In some recent work on the definiteness effect [Zucchi,
1993; Ward and Birner, 1993] it has been argued that the definiteness of an NP is a pragmatic
characteristics. I discuss in [Poesio, 1994] a class of definite NPs that also seem to indicate that
a treatment along pragmatic lines is more appropriate.

5.4.2 Logical Forms

Assuming that indefinite NPs are ambiguous results in the following prediction. The presup-
positional interpretation of an indefinite NP is going to be treated as an operator, just like all other
presuppositional interpretations of NPs; that is, the value of the logical form of an indefinite NP
interpreted presuppositionaly includes a sequence in which the indefinite is put in storage, thus
take may wide scope over other operators in the sentence. The non-presuppositional interpreta-
tion, on the other hand, may only take narrow scope, as it does not have the possibility to raise.
In other words, whether an indefinite NP may take wide scope over other operators in a sentence
depends on whether it can be interpreted presuppositionally.

Since the choice between one or the other interpretation of an indefinite affects its scope,
it is important for the theory proposed here to say something about the conditions under which
one interpretation or the other is chosen. I propose the following tentative hypothesis: whether
not an indefinite NP is interpreted as presuppositional or non-presuppositional depends on
whether it is interpreted as part of the ‘given’ part of information conveyed by the sentence or
of its ‘new’ part [Clark and Haviiland, 1977]. This definition may look circular: what I mean is
that whatever rules are used to determine whether a sentence constituent is part of what’s given
and what’s new in the sentence are going to determine whether an indefinite (and other weak
NPs) is interpreted presuppositionally or non-presuppositionally. I will not discuss these rules
here, just give some examples.

First of all, there seems to be a rule saying that the subject of a sentence typically corresponds
to given information, whereas the ‘predicate’ ([Comp,TP]) typically provides new information.

---

10 The example is due to Mitch Marcus, p.c.

11 Enc observes that the other combination cannot occur—if an NP is coreferential with some previously introduced
NP, it must be included in some contextually specified set. She concludes that all definite NPs must be specific. I
argue otherwise in [Poesio, 1994].
(This rule has been discussed in §1.5.) Thus, the indefinite "a tree" in (5.24a), that occurs in object position, and therefore is part of the new, is interpreted as non-presuppositional; whereas the indefinite "a kid" in (5.24b), that occurs in subject position, and therefore is taken to be part of the given, is interpreted as presuppositional.12

(5.24) a. Every kid climbed a tree.
   b. A kid climbed every tree.

Pragmatic reasons may also play a role in determining whether an indefinite NP is interpreted as specific or not: for example, "heavy" NPs such as "an old tree whose ancient roots came out from the ground"—that is, NPs that provide so much information about the type of object under discussion as to make it unlikely that the speaker is referring to an arbitrary instance of the type—typically will be interpreted as specific, so that the default specified above will be overridden in (5.25):

(5.25) Every kid climbed an old tree whose ancient roots came out from the ground.

My hypothesis about the rules that result in assigning the presuppositional or non-presuppositional interpretation to weak NPs are discussed in §6.9.

5.5 VERBS AND VERB PHRASES

The interpretation of verb predicates I adopt in this dissertation is, for the most part, that adopted in Montague Grammar, in which transitive verbs denote functions of type \( (x, y) \), and intransitive verbs denote functions of type \( e \). As far as the syntax is concerned, I also adopt a very straightforward approach. The only matter that has to be discussed is the proposal that the translation of verbs includes information about their thematic roles. As discussed in §1.5, I suggest that the role assigned to an argument of a predicate affects the scope assigned to that argument. I discuss in Chapter 6 how this happens.

5.5.1 Thematic Roles

Argument selection—that is, mapping from grammatical relations into semantic arguments—is not a trivial matter. The sentences in (5.26), for example, show that the referent of a Subject NP can be mapped into different arguments of the predicate CLOSE.

(5.26) a. John closed the gate with the remote control.
   b. The remote control closed the gate.
   c. The gate closed.

The theory of argument selection I discuss in §6.3 depends on the notion of thematic role ("thematic relation," "theta-role," "case," etc.) [Gruber, 1965; Fillmore, 1968; Jackendoff, 1972; Jackendoff, 1983; Jackendoff, 1990; Chomsky, 1981; Carlson, 1984; Chierchia, 1984; Wilkins, 1988; Dowty, 1989; Dowty, 1991]. This may raise some alarm, because thematic roles are one of the most abused notions in linguistics—it isn’t clear if they are needed, and certainly there isn’t much agreement as to what they really are. In the case of argument selection, however, a relatively elegant formalization can be achieved by using thematic roles; in addition, recent work of Dowty [Dowty, 1989; Dowty, 1991] and Jackendoff [Jackendoff, 1972; Jackendoff, 1987; Jackendoff, 1990] among others, has clarified the field considerably, and the approach to thematic roles developed there holds the promise to evolve into a concrete theory (i.e., one from which we can get actual predictions). I use here the ‘minimalist’ proposal about thematic roles made by Dowty, and in general make minimal assumptions about their use.

Dowty argues, first of all, that thematic roles as a semantic notion, to be formalized in model-theoretic terms.13 Secondly, he notes that the only way for a theory of thematic roles to capture interesting linguistic generalizations is for the theory to deal with thematic role types such as AGENT and THEME, as opposed to individual thematic roles such as KILLER or EATEN-OBJECT. The former are a way of expressing what certain arguments of different predicates such as \( x \) \( \text{KILL} \) \( y \) and \( x \) \( \text{EAT} \) \( y \) have in common; it’s not clear what need there is for a notion like individual thematic roles (except perhaps for "argument indexing").

Dowty defines in [Dowty, 1989] a thematic role (type) as "...a set of entailments of a group of predicates with respect to one of the arguments of each." For example, the subject arguments of the two-place predicates \( x \) \( \text{MURDERS} \) \( y \), \( x \) \( \text{NOMINATES} \) \( y \), and \( x \) \( \text{INTERROGATES} \) \( y \) all share the entailment that \( x \) does a volitional act, that \( x \) causes some event to take place involving \( y \), etc. The role type AGENT is then defined semantically as "whatever entailments of verbs about NP referents are shared by the verbal-argument positions that we label with the term ‘Agent’."14

In [Dowty, 1991], a list of the traditional difficulties with the notion of thematic roles is presented. These difficulties include:

- Thematic role-type assignment is not always transparent. Notoriously difficult examples are sentences like "Nelson ran out of money" and "The circle surrounds the dot."
- ‘Splitting’ thematic roles more finely helps in resolving such difficulties in assigning a thematic role to a certain argument. For example, Jackendoff distinguishes between an AGENT and an ACTOR role; even more fine-grained distinctions have been proposed. How finely can we the various thematic roles be, before they lose their capability of expressing useful generalizations?15
- It’s not always the case that two arguments may be assigned distinct roles. Predicates like \( x \) \( \text{IS-SIMILAR-TO} \) \( y \) or \( x \) \( \text{WEIGHS-AS-MUCH-AS} \) \( y \) are cases in point. Predicates that refer to commercial transactions such as \( \text{BUY} \) and \( \text{SELL} \) also originate difficulties of this kind: both buyer and seller must act voluntarily for such a transaction to take place.

---

12 This position is not universally accepted. The theta-roles used in Government and Binding Theory [Chomsky, 1981] for example, are a programmatically syntactic notion.
13 In Jackendoff’s proposal as well, thematic role types are not treated as primitives, but are defined in terms of certain properties of the logical structures used to translate predicates.
14 It is perhaps interesting to observe that much the same difficulties are encountered in dealing with two other popular notions in natural language processing, speech acts and rhetorical relations.
The way out of these difficulties, according to Dowty, is to regard role types “not (as) discrete categories … but rather as cluster concepts, like the prototypes of Rosch and her followers.” (p.571) In fact, Dowty argues that, as far as argument selection is concerned, we only need two of these ‘cluster concepts’: PROTO-AGENT and PROTO-PATIENT. These two role types might be characterized by lists of entailments such as those given below; classifying a predicate argument would then involve computing its ‘distance’ from the prototypes thus defined.

5.5.2 Semantic Translation of Predicates

I propose to represent each contributing property to a proto-role type by means of a predicate of the form PROTO-ROLE. Thus, I indicate the contributing property \( p \) to the cluster of properties for the proto-role AGENT (‘volitional involvement in the event or state’) as \( \text{P-AGENT}_p \); and the contributing property \( c \) to the cluster for the proto-role p-patient (‘causally affected by another participant’) as \( \text{P-PATIENT}_c \).

I use these predicates to characterize the semantic translation of a predicate as follows. I assume that the semantic translation of each predicate specifies, for all of the arguments of that predicate, which of the prototypical properties of either proto-role that argument has. Take “climb”, for example. The first argument has a volitional involvement, is sentient, moves, and changes it state; the second argument is stationary relative to movement. This results in the following translation for “climb”:

\[
\text{climb} \sim \lambda x \lambda y \text{CLIMB}(x,y) \land \text{P-AGENT}_c(x) \land \text{P-AGENT}_c(x) \land \text{P-PATIENT}_c(y) \land \text{P-PATIENT}_c(y)
\]

Providing such translations even just for the predicates found in the TRAINS conversations would be a task beyond the scope of this thesis, so I simply assume that each predicate has one. In fact, for the most part I will not include the complete set of entailments when giving an example of predicate translation, for simplicity; the reader should however keep in mind that translations that do not include the information about argument entailments are just shorthands.

5.5.3 Syntax of Verb Phrases and Logical Forms

The s-structure of transitive verb phrases is shown in (5.28a); the position indicated as [Spec, VP] is typically empty, whereas [Comp, VP] is occupied by whatever complement the verb takes. The s-structure of intransitive verb phrases is shown in (5.28b).

\[
\text{(5.28) a. [Spec, VP]} \quad \text{[Comp, VP]}
\]

Extensional transitive and intransitive verbs (such as Montague’s “find”) are not operators. The Cooper Value of a VP headed by such a verb is either a single sequence of the form \( \{ (\text{verb}) \} \) for an intransitive verb, where \( \text{verb} \) is the interpretation of the verb; or else is obtained by generalized application of the interpretation of the head and the first element of each sequence in the Cooper Value of the complement. Generalized application is defined as follows:

---

16 Three of the common role types are missing from the list given by Dowty. They include SOURCE, GOAL and BENEFACTIVE.

17 Beth Levin’s book [Levin, 1993] actually provides something that is very close to the kind of classification that is needed here.
Let $\alpha$ and $\beta$ be CRT expressions. The generalized application of $\alpha$ and $\beta$, $\alpha \circ \beta$, denotes:

- $\alpha(\beta)$, if $\alpha$ denotes a function of type $\langle \tau, \tau' \rangle$ and $\beta$ denotes an object of type $\tau$;
- $\beta(\alpha)$, if $\beta$ denotes a function of type $\langle \tau, \tau' \rangle$ and $\alpha$ denotes an object of type $\tau$;
- undefined otherwise.

Intensional verbs such as “need” and verbs that take infinitives as a complement such as “want” are discussed below.

### 5.6 TENSE

Tense can obviously affect the interpretation of a sentence’s constituents—for example, it can be the case that “John left in Boston” without being true that John lives in Boston now—and contributes to the scopal ambiguity of a sentence. For example, the sentence “A student at this high school became a millionaire” may have two interpretations: one in which the person who becomes a millionaire is a student at the high school, that can be represented by tense taking wide scope over “a student at his high school”; and another in which the person in question becomes a millionaire years after leaving the school, that corresponds to the interpretation in which the indefinite NP takes wide scope over tense.

#### 5.6.1 The Syntax of Tense

This section and those that follows deal with aspects of phrase structure on whose proper treatment there is no agreement yet. I will therefore present the syntactic treatment I have adopted in some detail.

Both in the version of formal semantics developed by Montague (most prominently, in Dowty, 1979) and in the generative tradition (Stowell, 1981; Chomsky, 1966b; Haegeaman, 1991; Pollock, 1989) it is assumed that tense occupies a distinct syntactic position from the main predicate of a clause. As discussed in §3.3, I adopt here the analysis according to which tense syntactically is a functional category with its own maximal projection, called TP. According to this analysis, TP corresponds to the category that is usually called S. This analysis has the advantage that assigns a very clear syntactic position to tense operators, but otherwise nothing in what follows crucially depends on this particular syntactic analysis, and other analyses could be adopted, at the cost of making the construction rules more complex. An example of this analysis is the s-structure of (5.29) given in (5.30).

(5.29) John left.

$\quad \begin{array}{c}
\text{NP} \\
\text{TP} \\
\hline \\
\text{T} \\
\hline \\
\text{VP} \\
\hline \\
\text{John} \\
\hline \\
\text{PAST} \\
\hline \\
\text{leave} \end{array}$

(5.30)

In (5.30), the head of TP is occupied by the unrealized tense marker PAST. I assume that the contribution of tense to the semantics of a sentence is the translation of tense markers. I discuss the semantic translation of tense markers in the next section.

#### 5.6.2 Contextual Factors in Tense Interpretation and the Semantics of Tense

There is a great amount of literature on the semantics of tense [Vendler, 1967; Prior, 1968; Bennett and Partee, 1978; Dowty, 1979; Kamp, 1979; Bach, 1981; Partee, 1984; Enç, 1981; Dowty, 1986a; Webber, 1987; Parsons, 1990; Hwang and Schubert, 1992; Kamp and Reyle, 1993]. Authors up to, and including, Montague adopted Prior’s treatment, according to which the contribution of tense to a sentence consists of so-called tense operators such as P and F. Ever since Dowty’s *Word Meaning and Montague Grammar* (1979) this contribution has been most typically captured by assuming that tenses introduce existential quantifiers over times (or situations): for example, that the sentence “Kim married Lee” means “there is a time in the past, such that Kim married Lee at that time.” The translation of the tense according to Dowty (1979) is as shown in (5.31), where $PAST(t)$ is true iff $t$ is a time before the time of evaluation.\(^{19}\)

\[
(5.31) \quad \exists t \left[ PAST(t) \land \text{AS}([\text{MARRY}(k,l)]) \right]
\]

This characterization, however, only captures the most basic properties of tense. It has long been known that tense has ‘anaphoric properties’—i.e., that several discourse interpretation processes are involved in tense interpretation. Partee, in a famous paper [Partee, 1973] noted that tense may have a deictic reading; the preferred reading of (5.32), for example, is the one in which the speaker is referring to a particular time in the past at which she didn’t turn off the stove (as opposed to being a statement that never in the past did the speaker turn off the stove). Many authors (e.g., Enç [1981]) take this to indicate that tense should be treated referentially.

(5.32) I didn’t turn off the stove. [Partee, 1973]

There are obvious analogies between these cases of ‘referential tense’ and the examples of ‘referential indefinites’ discussed by, e.g., Fodor and Sag [1982]. Several authors (e.g., Kripke [1977]) argue convincingly that the referential properties of indefinites are part of the pragmatics of interpretation, rather than the semantics. The same argument can be made with respect to tense.

\(^{19}\)In Dowty’s treatment, tense is ‘quantified in’ a tenseless sentence, and tense is introduced syncategorematically (Rule S39, pag. 330)—that is, there is no semantic translation for the syntactic PAST; the translation is ‘added on’ by the semantic rule associated with the syntactic rule that generates a tensed sentence out of a tenseless one.
The interpretation of tense in narratives is also subject to a phenomenon called \textit{forward motion} [Hinrichs, 1981; Partee, 1984; Dowty, 1986a; Webber, 1987]. If a sentence in a narrative contains an accomplishment or achievement predicate, that sentence is understood to describe an event occurring later than the time of the previous sentence’s event. In (5.33), for example, the event of the president’s walking over to John is understood to occur after the event of John entering the president’s office.

(5.33) John entered the president’s office. The president walked over to him. [Dowty, 1986a]

This phenomenon has been extensively analyzed in the DRT literature on tense. Kamp [1979], Hinrichs [1981] and Partee [1984] proposed versions of the DRS construction algorithm that captured forward motion by introducing into a discourse temporal relations between an event and the reference time introduced by the previous event in the narrative. This account suffers however from several problems, the most serious of which being that it has been noted [Dowty, 1986a; Webber, 1987; Lascarides et al., 1992] that not all cases of achievement/accomplishment following an achievement/accomplishment behave like (5.33).

(5.34) a. John walked across Iowa. He started in Sioux City and headed east to Fort Dodge. [Webber, 1987]

b. John lost the race. His coach didn’t prepare him well enough.

Dowty suggests that forward motion is a the effect of a pragmatic default such as Grice’s Order Maxurm, rather than an aspect of the semantics of tenses.

Not only do events in narrative texts such as those just presented tend to ‘move time forward,’ they also tend to be interpreted as part of the same ‘thread’ or ‘story.’ In part this is just what one would expect from Grice’s maxim of relevance; there is more to this than that, however. For example, there are cases of \textit{extended flashbacks}, such as (5.35) (similar to an example discussed in [Hwang and Schubert, 1992]).

(5.35) a. John and Mary \textit{went} to buy a lawn mower.

b. Somebody \textit{had stolen} theirs the day before.

c. They \textit{had seen} the thief go away.

d. John \textit{had run after} him to no avail.

e. All the lawn mowers \textit{were} too expensive.

f. They \textit{decided} they couldn’t afford a new one.

There are two narrative threads in (5.35), one describing John and Mary’s visit to a store, the other John’s chase of the thief. These threads correspond to the repeated use of the past and of the past perfect, respectively. The return from the past perfect to the past in also coincides with the return to the earlier thread. Note that: (i) not only the simple past but also the past perfect can achieve an effect of continuity; (ii) more than one discourse reference time needs to be maintained in order to account for the return to an earlier one.

Neither of the properties just discussed is typical of narrative texts only, nor just of texts in the past. Consider, for example, the following fragment from the \textit{TRAINS} dialogue in Fig. 1.2, §1.4. The sequence of events described by utterances 15.1-15.4 clearly constitutes a single thread of action, and the events in the thread are interpreted as consecutive, even though only once does the speaker use a clear indicator of temporal order (“and then” in 15.4).
the node of the tense tree that can be reached by following the path labeled PAST. The episode $e'$ introduced while deindexing a PERF operator in the scope of a PAST operator is stored away in the node of the tense tree that can be reached by first following the PAST arc, then the PERF arc.

The problem with this proposal is that the conversational thread of which an episode is part is not solely determined by structural factors. Consider for example (5.40), from [Webber, 1987]. (5.40a)-(5.40c) is a ‘flashback’ episode similar to (5.35): first a thread in the past is introduced, then a thread in the past perfect; return to the simple past in (5.40c) signals the return to the thread initiated by (5.40a). Tense trees predict this. However, (5.40a)-(5.40c) does not have the interpretation predicted by Hwang and Schubert’s theory. The simple past in (5.40c) does not signal a return to the thread introduced by the simple past in (5.40a); instead, the thread introduced by a past perfect in (5.40b) is continued.

(5.40)
   a. John went over (t1) to Mary’s house.
   b. On the way, he had (t2) stopped (t3) by the flower shop for some roses. (t3 < t2 (=11))
   c. Unfortunately, they failed (t4) to cheer her up. (t3 < t4 (= t4))
   c’. He picked out (t4’) 5 red ones, 3 white ones and 1 pale pink. (t3 < t4’ < t1)

In order to obviate this problem, it is necessary to allow for the choice of the orienting episode to be affected by commonsense reasoning as well, and to allow commonsense knowledge about the world to override preferences based on structural information. In [Kameyama et al., 1993] we propose to obviate the problem represented by (5.40) by adopting a new translation for tense, which is derived from the translation in (5.39), but which does not require to make a decision about the identity of the orienting episode in order to obtain a form which can be used to make inferences. This is done by letting the orienting episode be a function of a parameter.

5.6.3 The Proposed Semantics for Tense

The considerations discussed in the previous section suggest the following translation for the sentence “John left”:

\[
(5.41) \lambda e \cdot [e \text{ BEFORE now}] \land [\text{LAST-IN}(\langle e \rangle) \text{ ORIENTS } e] \land [\langle e \rangle \subset \langle \rangle] \land \langle e' = \langle \rangle \rangle \land e :: \text{ LEAVE}(\langle \rangle)
\]

According to this translation, the sentence describes an event $e$, temporally located before now, and part of a course of action $\langle \rangle$ to be determined by discourse interpretation. The last event in $\langle \rangle$ ‘orients’ $e$ in the sense of Hwang and Schubert. The parameter $\langle \rangle$ that represents the ‘thread’ the episode is in can be assigned a value either on the basis of the structural position of the temporal operator or on the basis of commonsense knowledge.

This translation is obtained by translating the syntactic tense markers discussed in the previous subsection on the syntax of tense as functions from propositions into propositions, as in the following translation for the PAST tense marker:

\[
PAST \leadsto \lambda \Phi . [e \text{ BEFORE now}] \land [\text{LAST-IN}(\langle e \rangle) \text{ ORIENTS } e] \land [\langle e \rangle \subset \langle \rangle] \land \langle e' = \langle \rangle \rangle \land e :: \text{ LEAVE}(\langle \rangle),
\]

where $e$ is a new discourse marker.

This results in the following underspecified representation for the sentence “John left”:

(5.29) John left.

\[
(5.42) \lambda e \cdot [e \text{ BEFORE now}] \land [\text{LAST-IN}(\langle e \rangle) \text{ ORIENTS } e] \land [\langle e \rangle \subset \langle \rangle] \land \langle e' = \langle \rangle \rangle \land e :: \text{ LEAVE}(\langle \rangle)
\]

In the rest of the dissertation, I will often abbreviate the translation of tense and simply write PAST to save some space.

5.6.4 Logical Forms

The Cooper Value of a TP is obtained from the values of CV([Spec,TP]) (the subject) and CV([Comp,TP]) (the main VP) as follows. First of all, a new set of sequences, call it CV, is obtained by performing a generalized application of the first elements of the sequences in CV([Spec,TP]) and the first elements in the sequences in CV([Comp,TP]). CV (TP) is obtained from CV, by taking each sequence in CV, whose first element is of type $t$, and extracting from it two new sequences, one of which is obtained by applying the translation of tense to the first element of the sequence, the other by leaving its first element unmodified but putting the translation of tense in storage.

For example, the Cooper Value of the sentence “John left” consists of two sequences: one of which consists of a single element, (5.41); the other consists of two elements, the first of which is LEAVE(j) obtained by applying the interpretation of the VP to the interpretation of the subject, the second of which is the semantic translation of PAST seen above, put in storage. As I will discuss below, the storage is ‘emptied’ by a CP; the two translations obtained for “John left” are equivalent, and the sentence does not come out as semantically ambiguous; sentences such as “every student left”, however, are assigned two distinct translations.

By making the introduction of a new discourse marker part of the translation of tense, we also get a way to model the distinction between sentences that describe a single event and sentences that involve distinct events. The preferred interpretation of sentence (5.43) is one in which all students entered the room at once. The preferred interpretation of (5.44), on the other hand, is one in which there is a distinct event of being born for every president of the U.S.A.,
at least at a different time, and almost certainly in a different town. Finally, (5.45) has two possible interpretations: there was a single event of three students visiting the speaker (say, at 3pm), or there were three such events—say, a visit at 3pm, another at 5pm, and a third one in the morning.

(5.43) Every student entered the room.
(5.44) All U.S. presidents were born in a small town.
(5.45) Three students came to see me today.

5.7 ADVERBIALS

An adverbial is a prepositional phrase or sentential constituent of a clause that can be loosely characterized as specifying further properties of the eventuality described by the clause, as opposed to its predicate/argument structure that is specified by [Spec,TP] and the VP. Examples of adverbials are “at 3pm” in (5.46a) and “with a hammer” in (5.46b).

(5.46) a. The engine will arrive at 3pm.
b. John broke the window with a hammer.

5.7.1 The Syntax of Adverbials

In the TRAINS conversations, adverbials occur in syntactic configurations such as:

(5.47) a. [TP The engine will be in Dansville [PP at 3pm].] 
b. [TP The boxcar has been in Corning [PP for three hours].] 
c. [TP We should send an engine [PP to Bath] [TP to get the boxcar]]

According to Reinhart ([Reinhart, 1983], p. 59 ff) there are two positions in which adverbials may occur: adjoined to VP, and adjoined to S (that is, adjoined to TP in the version of X-theory adopted here). Some adverbials are always verb-phrasal; Reinhart mentions instrumental PPs (“with a hammer”) and manner PPs (“with care,” “by car”). Adverbials that express subcategorized arguments are always verb-phrasal, too. Other adverbials are only sentential: for example, causal complements with “although.” Finally, there are adverbials that may be either verb-phrasal or sentential. For example, the locative PP “in his office” is generally interpreted as sentential in (5.48a), as verb-phrasal in (5.48b) (since the location is subcategorized for by ‘place’), and again as verb-phrasal in (5.48c).

(5.48) a. Ben is an absolute dictator in his office.
b. Ben placed his new brass bed in his office.
c. Ben found a scratch in his office.

Reinhart discusses some syntactic tests whose purpose is to classify an adverbial as either verb-phrasal or sentential. Examples of such tests are the pseudo-cleft tests. The first pseudo-cleft test predicts that clauses of the form [TP [what ... did] is VP + PP] are ungrammatical for PP a sentential adverbial, acceptable for PP a verb-phrasal adverbial:

(5.49) a. *What Ben is is an absolute dictator in his office.
b. What Ben did is place his new brass bed in his office.
c. What Ben did is find a scratch in his office.

The second test is complementary to the first and predicts that clauses of the form [TP [what ... did + PP] is ...] are ungrammatical for PP a verb-phrasal adverbial, acceptable for PP a sentential adverbial:

(5.50) a. What Ben is in his office is an absolute dictator.
b. *What Ben did in his office is place his new brass bed.
c. *What Ben did in his office is find a scratch.

5.7.2 The Semantics of Adverbials

Hwang and Schubert [Hwang, 1992; Hwang and Schubert, 1993] propose a semantically based distinction between two classes of adverbials. Adverbials in the first class express properties of eventualities, and are thus called episode adverbials. Temporal and spatial adverbials, for example, are translated as episode adverbials. Adverbials in the second class are translated as predicate modifiers, and in general express properties of actions (i.e., event-individual pairs). These latter are called action adverbials. For example, in the sentence “John walked with Pluto in Disneyland,” “with Pluto” is interpreted as an action adverbial and translates as a predicate modifier; “in Disneyland” is interpreted as an event adverbial and translates as a property of the walking event.

Hwang and Schubert’s distinction between episode and action adverbials is orthogonal to the distinction between sentential and verb-phrasal adverbials noted by Reinhart. None of Reinhart’s tests succeeds in distinguishing between these two classes of adverbials. The results of the pseudo-cleft test, for example, are as follows:

(5.51) a. What John did is walk with Pluto in Disneyland.
(5.52) a. What John did in Disneyland is walk with Pluto.

Because syntactic tests do not differentiate among the two classes of non-subcategorized adverbials proposed by Hwang and Schubert, I propose to translate adverbials of both classes as predicate modifiers, but to differentiate them semantically. Roughly speaking, I propose to translate episode adverbials according to the following schema:

(5.53) λ P λ x [R(s)] ⊃ P(x)]

in (5.53), R is the property of episodes that represents the contribution of the adverbial; this property is applied to the term s denoting the current situation. Note that CRT expressions already denote (sets of) functions from situations to truth values; the translation above is thus
equivalent to Stump’s system [1985] where the abstraction over situations is explicit. For example, “in Disneyland” translates as follows:

\[ \lambda P \lambda x [\text{IN(DISNEYLAND)}(x^*) \land P(x)] \]

As for the class of adverbials that Hwang and Schubert call action adverbials, I propose to translate them according to the following schema:

\[ \lambda P \lambda x [R(x)] \]

in (5.55), \( R \) is the contribution of the adverbial, and this is directly applied to the predicate \( P \). For example, “with Pluto” translates as:

\[ \lambda P \lambda x [[\text{WITH(PUTO)}(x)] \land P(x)] \]

The sentence “John walked with Pluto in Disneyland” would thus receive the following truth conditions:

\[
\begin{align*}
\text{e} & \in s^* \Rightarrow \text{IN(DISNEYLAND)(s^*)} \\
\text{e} & \in s \Rightarrow \text{WITH(PUTO)(s)} \\
\text{e} & \in \text{NOW} \\
\end{align*}
\]

### 5.7.3 Logical Forms

I take the position that adverbials are not operators, and therefore do not introduce scope ambiguities. This assumption may seem unwarranted, in light of sentences like (5.56), that can be interpreted either as stating that in many cases, when John smokes a cigar, it’s 3pm; or that whenever it comes 3pm, John smokes a great number of cigars. Nevertheless, there are reasons to believe that the two available interpretations of (5.56) correspond to the two possible syntactic positions for the adverbial “at 3pm” — adjoined to TP, or adjoined to VP. For example, the two readings are only available when the adverbial may be both verb-phrasal and sentential; adverbials that are only verb-phrasal are not ambiguous.\(^{20}\)

\(^{20}\)Hitzeman [1993] discusses a complication with temporal modification, also noted by Dowty [1979] and Moens and Steedman [1988], that cannot be handled with this kind of translation. This problem is best illustrated by examples like the following:

(5.54) John left for an hour.

Here, the adverbial “for an hour” does not modify the eventuality of “leaving” — in other words, it is not the leaving that lasts for an hour, but the state of being away from the room. Hitzeman notes that there is a whole class of verbs that behave like “leave”. In order to represent this class of verbs, it would be necessary first of all to have an explicit representation of the result state as a part of the translation of a predicate, as well as to leave to the context to determine the eventuality which has the duration expressed by the “for” adverbial (i.e., make that eventuality a parameter of the translation).

\(^{21}\)Hurum [1988] made a similar proposal.

(5.56) John smokes many cigars at 3pm.

When the adverbial is expressed by means of a PP, the complement of the preposition may be an operator; an example is the PP “in every town” in “Some reporters interview Kissinger in every town.” In this case, what is put into store by the NP is ‘passed up’.

Let’s consider first of all the Cooper Value of PPs. This is defined as follows. Let \( \text{prep} \) be of the form

\[ \lambda P \lambda P \lambda x [[[\text{PREP}(P)](x)] \land P(x)] \]

where \( \text{PREP} \) is the property contributed by the preposition) for an action adverbial, and of the form

\[ \lambda P \lambda P \lambda x [[[\text{PREP}(x^*)] \land P(x)] \]

for an episode adverbial. We can then define the Cooper Value of the logical form of both PPs that express episode adverbials and PPs that express action adverbials as follows:

\[
\mathit{CV} \left( \begin{array}{c}
\text{PP} \\
\text{VP} \\
\end{array} \right) = \{ [\text{prep} \sigma_1, \ldots, \sigma_n] \text{for all } [\sigma_1, \ldots, \sigma_n] \text{in } \mathit{CV}(\text{NP}) \}
\]

The Cooper Value of the logical forms that represent VP-level adjunction of adverbials is defined as the ‘cross-product’ of each sequence in \( \mathit{CV}(\text{PP}) \) and each sequence in \( \mathit{CV}(\text{VP}) \); each new sequence is obtained by applying the first element of a sequence in \( \mathit{CV}(\text{PP}) \) to the first element of a sequence in \( \mathit{CV}(\text{VP}) \); the new sequence also includes the rest of the elements of both sequences.

\[
\mathit{CV} \left( \begin{array}{c}
\text{VP} \\
\text{PP} \\
\end{array} \right) = [\{\sigma_1, \sigma_2, \ldots, \sigma_n, \tau_1, \ldots, \tau_m\} \text{for all } \{\sigma_1, \ldots, \sigma_n\} \text{in } \mathit{CV}(\text{PP}) \text{ and } \{\tau_1, \ldots, \tau_m\} \text{in } \mathit{CV}(\text{VP}) \]
\]

In defining the Cooper Value of the logical form obtained when sentence-level adverbials are considered (adverbials adjoined to TP), we have to take into account that the first constituents of sequences in the Cooper Value of TPs are objects of type \( t \). In the case of adverbials that may only occur at sentence level, there is no problem: these can be defined as functions from sets of propositions to sets of propositions, according to the schema:

\[ \lambda \Phi/\Phi \land R(s^*) \]

where, again, \( R \) is the contribution of the adverbial. The issue is what to do with those adverbials that may have either at VP level or a sentential level interpretation. Two routes are available: either to assume a lexically ambiguity, or that one interpretation is more ‘basic’, and the other interpretation is obtained by it. I follow the second route, and assume that the predicate modifier interpretation is more basic; an interpretation of the type in (5.57) is obtained by ‘raising’ the predicate level interpretation as follows:
\[ \lambda \Phi / \text{ADV}(\lambda \ x \ x = x)(s^*) \land \Phi \]

where ADV is the predicate modifier interpretation; the higher level is obtained by applying this interpretation to the vacuous predicate \( \lambda \ x \ x = x \) and this in turn to the constant \( s^* \) that is defined at every situation.

The Cooper Value of a logical form obtained by TP-adjunction of an adverbial consists of the set of sequences obtained by applying the interpretation of the adverbial (perhaps raised as above in case of ambiguous adverbials) to each first element of the sequences in the CV of the lower TP.

\[
\text{CV} \left( \begin{array}{c}
\text{TP} \\
\text{PP} \\
\text{adv}
\end{array} \right) = \{(\text{adv} \circ \sigma_i \circ \sigma_2, \ldots, \sigma_n) \text{ for all } (\sigma_1, \ldots, \sigma_n) \text{in CV(TP)} \}
\]

# 5.8 INFINITIVAL CLAUSES

I use the term infinitival clauses to indicate sentence constituents such as “to pickup the boxcar,” that may occur, for example, in complement position (as in (5.58)) and in adjunct position (as in (5.59)).

(5.58) We need to send a boxcar to Corning.
(5.59) We need an engine to pickup the boxcar.

I review in this section the assumptions about their syntactic and semantic treatment adopted in the rest of the dissertation. (This material is assumed when discussing modals and adverbials, below.)

## 5.8.1 The Syntax of Infinitival Clauses

Two main positions have been adopted concerning the syntax of infinitivals: that they are VPs (e.g., in [Chierchia, 1984] and [Gazdar et al., 1985]) or that they are sentential constituents (TPs, in the framework adopted here): e.g., [Haegeman, 1991]. Again, I follow the ‘traditional’ generative approach, and assign to the examples above the following s-structures:

(5.58') \[ \text{TP We need [TP to [VP send a boxcar to Corning]]]} \]
(5.59') \[ \text{TP We need an engine [TP to [VP pickup the boxcar]]]} \]

According to this analysis, the particle “to” is the head of a tenseless clause; the difference between the translation of infinitival clauses and the translation of tensed clauses comes from the difference between the translation of “to” and the translation of the tense markers discussed above.

---

23 Jones [Jones, 1985] actually argues that infinitival clauses are to be treated in certain contexts as CPs, in other contexts as TPs, and in yet other contexts as VPs.

## 5.8.2 The Semantics of Infinitival Clauses

Infinitival clauses are translated into predicates in the PTQ grammar: for example, “We need to talk” is translated as follows:

(5.60) We need to talk.
(5.60') \[ \text{NEED(we, TALK)} \]

Chierchia however argues in his dissertation [Chierchia, 1984] that infinitival clauses denote properties—individuals in one-to-one correspondence with predicate intensions. Chierchia’s position is adopted by Hwang and Schubert as well, who identify Chierchia’s properties with Carlson’s kinds [Carlson, 1978], more precisely, with situation kinds. The translation proposed by Hwang and Schubert for “We need to talk” is shown below:

(5.60') \[ \text{NEED(we, K \lambda s [[TALK(we)] \ast* s])} \]

The translation I use is derived from Hwang and Schubert’s; the \( \ast* \) operator is replace by an event description, and the extra abstraction over situations is eliminated, as follows:

\[
e :: \begin{array}{l}
\text{NEED(we, K K \lambda s [[TALK(we)] \ast s])}
\end{array}
\]

This translation is obtained by assigning to the particle “to” the following translation:

(5.61) “to” \( \sim \lambda \Phi.K.(\Phi) \)

Note that no events are introduced by this translation. I also assume that the empty category PRO that fills the position of [Spec,TP] translates in a parameter, and that the value of logical forms assigned to infinitival clauses is obtained from the semantic translation of the subject of such clauses, their complement, and the translation of the head much as the value of tensed TPs is (see above).

## 5.9 MODAL VERBS AND MODAL AUXILIARIES

### 5.9.1 The Syntax of Modal Auxiliaries

Trying to capture the syntactic properties of modal auxiliaries have proved very difficult, and there isn’t much agreement in the literature. One of the problems is that modal auxiliaries appear in sentences with widely different syntactic structures. A sample of these constructions is presented in (5.62):

(5.62) a. We should send a boxcar to Corning.
b. We shouldn’t send a boxcar to Corning.
c. The oranges should be shipped in a boxcar.
d. The oranges should not be shipped in a boxcar.
e. The oranges should have been shipped in a boxcar.
f. The oranges should not have been shipped in a boxcar.
g. The oranges should have arrived to Corning by now.
h. Should we send a boxcar to Corning?
i. Shouldn’t we send a boxcar to Corning?
j. Why should we send a boxcar to Corning?
k. Why shouldn’t we send a boxcar to Corning?
l. Should the oranges be shipped in a boxcar?
m. Should the oranges have been shipped in a boxcar?
n. Should the oranges not have been shipped in a boxcar?
o. Should the oranges have arrived to Corning?

According to Chomsky’s classical analysis in Syntactic Structures [Chomsky, 1957], modal auxiliaries, tense and negation are subordinate at s-structure to a node called AUX that is a sibling of the topmost VP node. Tense, Modal auxiliaries and negation appear under the AUX node in the order: Tense (Modal)(have -en)(be -ing).

Modal Auxiliaries in AUX:

The AUX hypothesis is now generally thought to be unworkable; some of the arguments are presented in [McCawley, 1988]. In the versions of Government and Binding theory in which it is assumed that sentences are maximal projections of a functional category called Infl(e.g., [Chomsky, 1982; Chomsky, 1986a]), agreement, modal auxiliaries, and tense are supposedly located in the head of this maximal projection, now called IP.

Auxiliaries in Infl: [Haegeman, 1991]

With this kind of syntactic structure it is difficult to state generalizations about the restrictions on the order of verbs in the auxiliary complex one can see from the sentences in (5.62). An attempt at reconciling the facts about auxiliaries with the restrictive form of X-theory developed by Stowell and Kayne [Stowell, 1981; Kayne, 1984] is made by Pollock [Pollock, 1989]. Pollock proposes to split IP in two separate projections, TP and AGRP, whose heads are Tense and Agreement, respectively. Optionally, a NEGP maximal projection may occur in between. In Pollock’s proposal, modal auxiliaries and tense are located under T, as follows:

Split Infl, Modal auxiliaries in T, and AgrP: [Pollock, 1989]

The tenseless components of the auxiliary complex go under AGR; negation goes in Neg; eventual adverbs are adjoined to VP, or perhaps to AGRP.

Finally, there is the GPSG proposal [Gazdar et al., 1985], according to which auxiliary verbs are heads of VPs. An example is shown below:

Modal auxiliaries as heads of VPs: ([Gazdar et al., 1985])

24For a similar analysis of auxiliaries in the government and binding framework, see [Zagona, 1988]. Zagona also proposes that auxiliaries are heads of VPs. McCawley proposes in the Syntactic Phenomena of English [1988] that auxiliaries are heads of Vs. Another influential account of auxiliaries was proposed by Akmajian, Steele and Wasow [1979].
and modal auxiliaries fill the same position, [Head, TP]. The two theories may also differ in different predictions as far as the relative scope of quantifiers in subject and object position is concerned; however, it is assumed in some recent work on movement [Chomsky, 1986a] that maximal projections do not necessarily constitute barriers, so it’s not implausible that the two approaches may end up making similar predictions as far as the scoping possibilities of operators are concerned, as well.

I propose a ‘vanilla’ variant of Pollock’s proposal: I assume that modal auxiliaries are heads of TP, and that negation has its own projection, but I stay agnostic as far as the existence of an AgrP maximal projection between TP and VP; in this way the syntactic treatment I adopt could be replaced by something along the lines of Gazdar et al.’s proposal without affecting my theory of scope. My analysis of “We shouldn’t send a boxcar of Corning” is as follows:

\[(5.64)\]
\[\begin{align*}
\text{a.} & & \text{We shouldn’t send a boxcar to Corning.} \\
\text{b.} & & \text{The oranges should not have been shipped in a boxcar.}
\end{align*}\]

The rest of the verbs in the auxiliary group are treated as heads of VPs, as in GPSG:

\[(5.65)\]
\[\begin{align*}
\text{a.} & & \text{The oranges should have usually been shipped in a boxcar.} \\
\text{b.} & & \text{We have to make OJ.} \\
\text{c.} & & \text{We need to get a boxcar of oranges to Bath by 8am.} \\
\text{d.} & & \text{We don’t have to make OJ.} \\
\text{e.} & & \text{We don’t need to get a boxcar of oranges to Bath.} \\
\text{f.} & & \text{We will/shall have to make OJ.} \\
\text{g.} & & \text{Do we need to make OJ?}
\end{align*}\]

While future auxiliaries are allowed with modal verbs, modification of modal verbs by other modal auxiliaries appears to be restricted; some of these restrictions appear to be pragmatic in nature.

\[(5.67)\]
\[\begin{align*}
\text{a.} & & \text{We might/could/would have to make OJ.} \\
\text{b.} & & \text{*We should/can have to make OJ.} \\
\text{c.} & & \text{We shouldn’t/might not/wouldn’t have to make OJ.} \\
\text{d.} & & \text{*We can’t/couldn’t have to make OJ.}
\end{align*}\]

There isn’t much agreement on the syntax of modal verbs, either. The main topic of discussion is whether the infinitival complement of modal verbs should be treated as a VP (as proposed in GPSG or as a TP [+tense] (e.g., [Chomsky, 1981]). I adopt the latter solution, and assume the following structure for “We have to make OJ.”

\[(5.68)\]  
\[\{\text{TP [TP We] [VP have [TP [T [+tense] to] [VP make OJ.]]]}}\]

### 5.9.3 The Semantics of Modal Auxiliaries and Modal Verbs

Semantically, modal operators are usually treated as quantifiers over possible worlds. A typical clause for the truth definition of, say, the necessity operator \(\Box\) will look something like (5.69) (from [van Benthem, 1988]), to be read: a model \(M\) satisfies the formula \(\Box \Phi\) wrt the
It should not come as a surprise by now that I propose to use parameters to model the context-dependent aspect of modality, much as I use them to model the context-dependency of quantifiers, definite descriptions and of tense.

According to Kratzer’s theory, a modal base consists of a set of circumstances, and it is identified by a set of propositions. In Situation Theory, and in particular in Episodic Logic, a set of propositions identifies a situation type, and circumstances are replaced with real situations.

As discussed in Chapter 2, one of the assumptions of the work in Situation Semantics is that the common ground does not constitute a uniform set of propositions, but is articulated into ‘chunks’ of information—situation types, in other words. In most work on Situation Semantics only situation types that correspond to real world situations are considered (e.g., the visual situation or the discourse situation); it is but a small step, however, to allow for the common ground to include situation types that do not have a corresponding real situation. This move is additionally motivated, in conversations such as those in the TRAINS corpus, by the need to model reference to the plan (a situation type) and the objects included in it; this issue is discussed more extensively in §6.1, below. Because situation types are in one-to-one correspondence with Hwang and Schubert’s situation kinds, the inclusion in the common ground of situation types without real world correspondent can be modeled in CRT by assuming that the common ground includes information about situation kinds.

Having made these assumptions, it becomes possible to characterize the task of selecting the modal base for a modal operator as the process of choosing one of the situation types/kinds in the common ground to provide the set of propositions that restrict the set of situations being interpreted. Chierchia and McConnell-Ginet [1990], for example, propose to make the interpretation of modals depend on an assignment of conversational backgrounds, in the same way that the context-dependency of pronouns is modeled by relativizing the interpretation to an assignment of values to the terms used to translate pronouns (in their case, open variables). In their proposal, if the propositions in the common ground at the (world,time) pair \((w,i)\) are \(p_1, \ldots, p_n\), the value assigned by the variable assignment \(g\) to \((w,i)\) is the set \(\{p_1, \ldots, p_n\}\). This set determines the modal base at \((w,i)\), which is the set of \((world,time)\) pairs \((w',i')\) such that \((w',i') \in g((w,i))\) for all the propositions in \(g((w,i))\).

They use this system to define the semantics of “must” as follows:

The expression “must \(\Phi\)” is true at \((w,i)\) relative to a background \(g((w,i))\) iff the proposition that \(\Phi\) expresses follows from the propositions in \(g((w,i))\) (p.238).

Because my goal is to develop a theory about the pragmatic processes underlying discourse interpretation, processes which include determining the modal base to be used to interpret modal auxiliaries, I need a representation more explicit that Chierchia and MacConnell-Ginet’s.
An example of the translation assigned to modal auxiliaries is shown in (5.73). Modal auxiliaries are translated as functions from propositions to propositions, just like tense. According to this translation, the sentence “John must buy a car” is true in a situation \( s \) iff for all situations \( s' \) that are part of \( s \) and, furthermore, are instances of the kind of situation \( k \) to be identified, there is a situation \( s'' \) that extends \( s \) and includes a sub-situation that is an instance of the situation kind “John buy a car.” The translation is shown in (5.74).

\[
(5.73) \quad \text{“must”} \rightarrow \lambda \Phi \text{must}(s' R k)
\]

\[
\begin{array}{c}
\text{s} \\
[s \sqsubseteq s'] \\
[s' R k] \\
\end{array}
\]

\[
(5.74) \quad \text{must}(s' R k)
\]

\[
\begin{array}{c}
\text{s} \\
[s \sqsubseteq s'] \\
[s' R k] \cup \text{BUY}(j, a-car) \\
\end{array}
\]

Modal verbs such as “need” differ from modal auxiliaries in that their argument is a situation kind instead of a predicate (as discussed in §5.8, I assume that infinitival clauses denote situation kinds); otherwise the translation is identical to the translation of modal auxiliaries. The translation of modal “need” is as follows:

\[
(5.75) \quad \text{“need”} \rightarrow \lambda K R \cdot \lambda x \text{must}(s' R k)
\]

\[
\begin{array}{c}
\text{s} \\
[s \sqsubseteq s'] \\
[s' R k] \\
\end{array}
\]

The result of the model construction rules for modals are complex conditions of the following form:

\[
(5.76) \quad [s' R k] \rightarrow \text{must}
\]

\[
\begin{array}{c}
\text{s} \\
[s \sqsubseteq s'] \\
[s' R k] \\
\end{array}
\]

The denotations of these conditions is defined as specified in Chapter 4.

5.9.4 Logical Forms

A modal auxiliary can take scope over an NP in subject position, as shown by the example discussed in §1.5:

(1.79) An engine must go to Avon.

This sentence has a reading in which “an engine” is in the scope of the modal auxiliary “must”, and in order to get that reading we must treat “must” as an operator.

I discussed in §5.6 how the Cooper Value of logical form fragments corresponding to TPs is defined. The translation of a sentence like (1.79) is again a TP; the translation of the modal auxiliary occupies the head position, much as the translation of tense does. We could do one of two things: either assume that modal auxiliaries are simultaneously a realization of a modal operator and of tense, thus their semantic translation already combines (5.73) with the translation of tense markers discussed in §5.6; or that two distinct operators occur in the position of [Head, TP]. The two positions are summarized in (5.77a) and (5.77b), where I have used the notation tense to indicate the translation of tense, modal aux to indicate the translation of a modal auxiliary, and tense + modal aux to indicate a semantic object that combines the translation of tense and of a modal auxiliary.

\[
(5.77) \quad \begin{array}{c}
\text{a.} \\
\text{NP} \\
\text{TP} \\
\text{T} \\
\text{VP} \\
\text{[tense + modal aux]} \\
\end{array}
\]

\[
(5.77) \quad \begin{array}{c}
\text{b.} \\
\text{NP} \\
\text{TP} \\
\text{T} \\
\text{VP} \\
\text{[tense’, modal aux’]} \\
\end{array}
\]

The representation proposed by Hwang and Schubert is like (5.77b), in which two operators occur. This kind of representation would seem to lead to the prediction that two distinct scopes may be available; e.g., that (1.79) should have six distinct interpretations, some of which differ only in the relative scope of tense and of the modal operator. My intuitions on this matter are not very strong, but this prediction doesn’t seem correct. On the other hand, leaving tense and modal operators separate results in a more modular theory, and also leaves open the possibility that additional operators may occur in the position of [Head, TP] in the case of more complex cases of modal auxiliary sequences, such as “must have been”. So, I propose a compromise: modal auxiliaries and tense do have separate translations, but that these translation are combined when both of these operators occur in the same position in the underspecified representation, so that the logical form associated with a sentence with a modal auxiliary will be as in (5.78), where the translation of the tense is applied to the translation of the modal auxiliary.
5.10 THERE-INSERTION SENTENCES

There-insertion sentences are one of the most commonly encountered linguistic constructs, at least in the TRAINS conversations, and they are a good example of the effects of phrase structure on scope.

As discussed in §1.4, one of the characteristics of there-insertion sentences is that the NP in post-copular position is restricted to take narrow scope over other operators. Milsark [1974] noted the contrast in (5.79): while in (5.79a) “someone” is allowed to take wide scope over the modal “must,” this reading is not available in (5.79b). The sentences in (5.80) show that the NP in post-copular position also take narrow scope with respect to operators in the PP in the coda. It should be remarked that, in the case of (5.80a), it is possible to get the reading in which the same engine is simultaneously at all towns, even though this reading is discarded as implausible (which makes the sentence rather puzzling). In the case of (5.80b), however, this reading is unavailable.

(5.79) a. Someone must be in John’s house.
   b. There must be someone in John’s house.

(5.80) a. An engine is in every town.
   b. There is an engine in every town.

On the other hand, there-insertion sentences are a puzzle both for syntax and for semantics, so my intentions are pretty limited here. I do not intend to either argue for a particular syntactic treatment of this construction [Stowell, 1981; Safrir, 1982; Williams, 1984] or to propose a new characterization of the Definiteness Restriction [Milsark, 1974; Barwise and Cooper, 1981; Reuland and ter Meulen, 1987; Zucchi, 1993]. My aim is only to show that a variant of the formulation of the Definiteness Restriction due to Heim [1987] can be naturally implemented in the system proposed here, and to discuss the interaction of this restriction with other interpretive processes to yield the desired scop ing preferences.

I believe that the procedure for obtaining a single operator out of several that occur in a single position just discussed may be necessary in other cases—e.g., to assign a semantic interpretation to certain cases of ‘double wh-phrase raising’.

5.10.1 The Syntax of There-Insertion Sentences

The main syntactic problem in dealing with there-insertion sentences is the structure of the coda, the part of the clause that follows the copula. This problem arises especially if the Binary Branching hypothesis is adopted, because in this case structures like the one in (5.81) are not available.

There are three possibilities consistent with the binary branching hypothesis. We may assume that that “There is a boxcar in every town” has the structure in (5.82), with the PP “in every corner” adjoined to the VP “is a boxcar.” This would give to the VP the same structure it would have in “A boxcar is in every corner.”

(5.82) [TP [NP there] [T [VP [V be] [NP a boxcar]] [PP in every town]]]

It has also been proposed that the coda may be a single NP. However, there are both semantic and syntactic arguments to believe that the PP does not serve as the restriction of the NP (as in relative clauses): for example, while the paraphrase of (5.83a) with a fronted PP, as in (5.83b), is acceptable, the paraphrase of (5.84a) is not:

(5.83) a. There is a boxcar in every town.
   b. In every town, there is a boxcar.
(5.84) a. There is a man with a red wig in the garden.
   b. *With a red wig, there is a man.

Incidentally, this makes these cases of narrow scope different from the cases of inverse linking noted by May, such as (5.85).

(5.85) Some voter in every town voted for Debs.

The possibility that the PP in the coda ought to occupy the syntactic position of a non-restrictive relative (adjoined to NP) is, however, left open. That position can indeed by occupied by relatives; the judgment as to whether these are restrictive or non-restrictive are, however, uncertain.

(5.86) a. There is a cop waiting for you to come outside.
   b. There is a cop who would like to talk with you.
   c. There is a cop at the door who would like to talk with you.

The formulation of the Definiteness Restriction discussed below can be adopted whether the coda is treated as a case of VP adjunction or a case of NP adjunction; the choice of one or the other is then a matter of whether the PP raises.

20 Thanks to Janet Hitzeman for this observation.
other syntactic solution affects, however, the account of the interpretation process that results in assigning a scope to the operator in the PP. In fact, by treating the coda as a case of VP adjunction no further hypotheses are needed, as discussed below. I am therefore going to adopt that analysis, but the reader should keep in mind that even in the case the NP adjunction analysis were chosen, there would be independently motivated principles that would result in assigning a scope to the operator in the PP.

5.10.2 The Semantics of There-Insertion Sentences and the Definiteness Restriction

The expletive “there” in subject position is generally assumed to be semantically vacuous.\(^{31}\) As for the truth conditions of the clause as a whole, Barwise and Cooper [1981] propose that sentences like “There is a boxcar in every town” can be paraphrases as “A boxcar in every town exists.” Keenan [1987] proposes instead that the sentence semantically is equivalent to the sentence “A boxcar is in every town.” I follow Keenan’s proposal, and I am going to attribute the difference in meaning between the two sentences to purely pragmatic factors.

The property of there-insertion clauses that has attracted the most attention is the so-called definiteness restriction. This is the fact, observed by Milsark, that only certain NPs may occur in post-verbal position. Thus, (5.87a) is acceptable, but (5.87b) isn’t, at least according to most speakers.

\[(5.87)\]
\[\begin{align*}
&\text{a. There is a dog in the garden.} \\
&\text{b. ??There is every dog in the garden.}
\end{align*}\]

The Definiteness Restriction has been often formulated as a semantic constraint [Milsark, 1974; Milsark, 1977; Barwise and Cooper, 1981; Keenan, 1987]. In recent work, however, this assumption has been challenged [Zucchi, 1993; Ward and Birner, 1993]. First of all, it has been observed that there are exceptions to the restrictions on the occurrence of definites in post-copular positions. ‘Counterexamples’ to the Definiteness Restriction that provide further support for its pragmatic origin are discussed in [Ward and Birner, 1993]; one example is given in (5.88).

\[(5.88)\] I’d love to get away from my job, the worried, the bills …I’ve thought of chucking it all and going to Hawaii. But there are the kids to consider.

On the basis of these counterexamples, it has been argued that the Definiteness Restriction is best explained as a restriction on the givenness status of the NP in post-copular position. This is in agreement with the observation that the most common pragmatic role of there-insertion sentences is to introduce new referents in the discourse.

Having redefined the notion of ‘strong’ and ‘weak’ NP in terms of parameters and existential presuppositions, we get a classification of NPs that is based on a pragmatic notion and at the same time gives us very similar predictions to Keenan’s formulation on the basis of existential functions\(^{32}\). We can then formulate the Definiteness Restriction as a restriction on the occurrence of parametric NPs in post-copular position:

**Definiteness Restriction**: *There be NP[\(z\)], where NP[\(z\)] is an NP whose denotation is parametric.*

This definition allows for normally parametric NPs such as “the kids” to occur in post-verbal position whenever their parameter has been anchored (as in (5.88)).

5.10.3 The Definiteness Restriction and Scope

Heim, in [Heim, 1987], does not attempt to explain the Definiteness Restriction; she is concerned with deriving the restriction on the scoping of the post-copular NPs observed above from the Definiteness Restriction. She observes that sentence elements semantically interpreted as variables, such as pronouns and traces left by wh-movement, cannot occur in post-copular position:

\[(5.89)\]
\[\begin{align*}
&\text{a. Few people admitted that there had been them at the party.} \\
&\text{b. ??Which actor was there \_ in the room?}
\end{align*}\]

She proposes the following restriction to rule out cases like those in (5.89):

\[*\text{There be } z, \text{ where } z \text{ is an individual variable.}\]

If this restriction is assumed to hold at LF, i.e., if logical forms of the form *There be \(z\)* are ruled out by some semantic or pragmatic principle, then we have that the NPs in post-copular position have to be interpreted in situ, i.e., they cannot be ‘moved out’.

This hypothesis is related to, but not identical with, the proposed redefinition of the Definiteness Restriction that I gave above, formulated as a prohibition against parametric objects in post-copular position. That restriction blocks pronouns, that are translated as parameters, but not variables.

However, if we take that definition, together with the suggestion in §5.4 that it is only the presuppositional interpretation of weak NPs that is subject to Quantifier Raising, we obtain the same effect that Heim intended to achieve with the formulation of the restriction as a restriction on the occurrence of variables. If only non-presuppositional interpretations of NPs are allowed in post-verbal position, and these interpretations do not behave as operators, then no wide scope reading can be obtained. In terms of the representation I have been using, this means that the (simplified) description in (5.91) is the maximally disambiguated representation of “There is a boxcar in every town” that may be obtained:

\[(5.90)\] There is a boxcar in every town.

\(^{31}\)In the literature, it has been proposed that it serves as a location indicator [Kuno, 1971] and/or as a scope marker [Williams, 1984]; this latter hypothesis is subsumed under Heim’s analysis, below.

\(^{32}\)Keenan claims that existential functions are the only objects allowed in post-copular position in there-insertion sentences. An existential function is a function from properties to properties such that for all properties \(p, q \in F(q)\) if \(1 \in f(p \land q)\), where 1 is the vacuous property that is true of all individuals. I conjecture that the functions denoted by non-presuppositional interpretations of NPs are a subset of Keenan’s existential functions.
5.11 THE MEANING OF SENTENCES

To complete the specification of the interpretation of logical forms I need to show how the final set of interpretations is put together out of the sequences possibly containing elements in storage. This is the topic of this section.

5.11.1 The Cooper Value of CPs

I propose that the operators in storage are discharged when computing the interpretation of CPs. This choice is motivated by the fact that CPs act as islands to scope: no quantifier can take scope outside a relative clause, an embedded clause with an explicit complementizer (such as “that” or “whether”), or a sentence.

More specifically, I propose that the Cooper Value of logical forms that are associated with CPs is obtained from the Cooper Value of the embedded TP as follows:

\[
\{(\lambda \tau) \in \text{CV}(\text{TP}) \mid \tau \text{ is obtained by taking a sequence } \sigma_1, \ldots, \sigma_n \text{ in } \text{CV}(\text{TP}), \text{ generating a permutation of the operators in storage } \sigma_2, \ldots, \sigma_n \text{ (all of which are functions from propositions to propositions), and then applying the first operator in the permutation to } \sigma_1, \text{ then the second operator to the result of the first application, and so forth.}\}
\]

An interpretation is obtained by discharging all operators in storage in a sequence and by making the resulting proposition the description of a situation \( \Delta \) to be determined. For example, consider the logical form for the sentence “Every kid climbed a tree”:

(5.93)

\[
\text{Every kid climbed a tree.}
\]

I have used \textit{tense} as an abbreviation for the translation of tense. Starting from the bottom, the Cooper Value of the logical form fragment obtained from the VP is the following set of sequences:

(5.94)

\[
\{(\lambda x. \text{CLIMB}(y, z), \lambda \Phi[\Phi \Delta \text{ TREE}(y) \land \Phi]),
(\lambda x. [\Phi \Delta \text{ TREE}(y) \land \text{CLIMB}(x, y)]),
(\lambda x. \text{ TREE}(y) \land \text{CLIMB}(y, x))\}
\]

Note that due to the ambiguity of weak NPs such as “a tree” between a presuppositional and a non-presuppositional reading, three interpretations are obtained; only the presuppositional interpretation behaves like an operator, i.e., allows a ‘stored’ interpretation. In what follows, I will only consider two such interpretations, the first and the third.

Continuing bottom-up and applying the rule for assigning a Cooper Value to TPs, we obtain the following set (I have intensively used in all sequences except the first the abbreviations \textit{tense} for the translation of tense, \textit{indef} for the translation of the indefinite, and \textit{forall} for the translation of the universally quantified NP):

\[
\text{An interpretation is obtained by discharging all operators in storage in a sequence and by making the resulting proposition the description of a situation } \Delta \text{ to be determined. For example, consider the logical form for the sentence “Every kid climbed a tree”:}
\]

\[
\text{(5.93) Every kid climbed a tree.}
\]

\[
\text{I have used \textit{tense} as an abbreviation for the translation of tense. Starting from the bottom, the Cooper Value of the logical form fragment obtained from the VP is the following set of sequences:}
\]

\[
\{(\lambda x. \text{CLIMB}(y, z), \lambda \Phi[\Phi \Delta \text{ TREE}(y) \land \Phi]),
(\lambda x. [\Phi \Delta \text{ TREE}(y) \land \text{CLIMB}(x, y)]),
(\lambda x. \text{ TREE}(y) \land \text{CLIMB}(y, x))\}
\]

\[
\text{Note that due to the ambiguity of weak NPs such as “a tree” between a presuppositional and a non-presuppositional reading, three interpretations are obtained; only the presuppositional interpretation behaves like an operator, i.e., allows a ‘stored’ interpretation. In what follows, I will only consider two such interpretations, the first and the third.}
\]

\[
\text{Continuing bottom-up and applying the rule for assigning a Cooper Value to TPs, we obtain the following set (I have intensively used in all sequences except the first the abbreviations \textit{tense} for the translation of tense, \textit{indef} for the translation of the indefinite, and \textit{forall} for the translation of the universally quantified NP):}
\]

\[
\text{An interpretation is obtained by discharging all operators in storage in a sequence and by making the resulting proposition the description of a situation } \Delta \text{ to be determined. For example, consider the logical form for the sentence “Every kid climbed a tree”:}
\]

\[
\text{(5.93) Every kid climbed a tree.}
\]

\[
\text{I have used \textit{tense} as an abbreviation for the translation of tense. Starting from the bottom, the Cooper Value of the logical form fragment obtained from the VP is the following set of sequences:}
\]

\[
\{(\lambda x. \text{CLIMB}(y, z), \lambda \Phi[\Phi \Delta \text{ TREE}(y) \land \Phi]),
(\lambda x. [\Phi \Delta \text{ TREE}(y) \land \text{CLIMB}(x, y)]),
(\lambda x. \text{ TREE}(y) \land \text{CLIMB}(y, x))\}
\]

\[
\text{Note that due to the ambiguity of weak NPs such as “a tree” between a presuppositional and a non-presuppositional reading, three interpretations are obtained; only the presuppositional interpretation behaves like an operator, i.e., allows a ‘stored’ interpretation. In what follows, I will only consider two such interpretations, the first and the third.}
\]

\[
\text{Continuing bottom-up and applying the rule for assigning a Cooper Value to TPs, we obtain the following set (I have intensively used in all sequences except the first the abbreviations \textit{tense} for the translation of tense, \textit{indef} for the translation of the indefinite, and \textit{forall} for the translation of the universally quantified NP):}
\]

\[
\text{An interpretation is obtained by discharging all operators in storage in a sequence and by making the resulting proposition the description of a situation } \Delta \text{ to be determined. For example, consider the logical form for the sentence “Every kid climbed a tree”:}
\]

\[
\text{(5.93) Every kid climbed a tree.}
\]

\[
\text{I have used \textit{tense} as an abbreviation for the translation of tense. Starting from the bottom, the Cooper Value of the logical form fragment obtained from the VP is the following set of sequences:}
\]

\[
\{(\lambda x. \text{CLIMB}(y, z), \lambda \Phi[\Phi \Delta \text{ TREE}(y) \land \Phi]),
(\lambda x. [\Phi \Delta \text{ TREE}(y) \land \text{CLIMB}(x, y)]),
(\lambda x. \text{ TREE}(y) \land \text{CLIMB}(y, x))\}
\]

\[
\text{Note that due to the ambiguity of weak NPs such as “a tree” between a presuppositional and a non-presuppositional reading, three interpretations are obtained; only the presuppositional interpretation behaves like an operator, i.e., allows a ‘stored’ interpretation. In what follows, I will only consider two such interpretations, the first and the third.}
\]

\[
\text{Continuing bottom-up and applying the rule for assigning a Cooper Value to TPs, we obtain the following set (I have intensively used in all sequences except the first the abbreviations \textit{tense} for the translation of tense, \textit{indef} for the translation of the indefinite, and \textit{forall} for the translation of the universally quantified NP):}
\]

\[
\text{An interpretation is obtained by discharging all operators in storage in a sequence and by making the resulting proposition the description of a situation } \Delta \text{ to be determined. For example, consider the logical form for the sentence “Every kid climbed a tree”:}
\]

\[
\text{(5.93) Every kid climbed a tree.}
\]

\[
\text{I have used \textit{tense} as an abbreviation for the translation of tense. Starting from the bottom, the Cooper Value of the logical form fragment obtained from the VP is the following set of sequences:}
\]

\[
\{(\lambda x. \text{CLIMB}(y, z), \lambda \Phi[\Phi \Delta \text{ TREE}(y) \land \Phi]),
(\lambda x. [\Phi \Delta \text{ TREE}(y) \land \text{CLIMB}(x, y)]),
(\lambda x. \text{ TREE}(y) \land \text{CLIMB}(y, x))\}
\]

\[
\text{Note that due to the ambiguity of weak NPs such as “a tree” between a presuppositional and a non-presuppositional reading, three interpretations are obtained; only the presuppositional interpretation behaves like an operator, i.e., allows a ‘stored’ interpretation. In what follows, I will only consider two such interpretations, the first and the third.}
\]

\[
\text{Continuing bottom-up and applying the rule for assigning a Cooper Value to TPs, we obtain the following set (I have intensively used in all sequences except the first the abbreviations \textit{tense} for the translation of tense, \textit{indef} for the translation of the indefinite, and \textit{forall} for the translation of the universally quantified NP):}
\]
Some formally-inclined readers may have noticed that the schemas for assigning a Cooper Value to maximal projections, together with the definitions I gave concerning which value is put in storage for operators, do not return exactly the values listed in (5.96). The problem is that the system above does not include a way for binding discourse markers. It is possible to give definitions concerning which values are put in storage and how these are applied that guarantee that the markers are bound appropriately, but the resulting system is much more complex, so I have preferred to discuss more extensively the simpler system above. In this final part of the section I briefly discuss what changes should be made to obtain the desired translations.

First of all, we have to make sure that each discourse marker gets introduced as part of some constituent can be merged:

By assuming that all operators in storage get ‘discharged’ when a CP is encountered, we only get the readings of a sentence that are consistent with the Scope Constraint. Quantifiers are blocked by relative clauses and other embedded clauses with an explicit complementizer. On the other hand, quantifiers are not blocked by TPs. We can also explain the conflicting intuitions about the that-trace effect by assuming that the complement of believe, when no explicit complementizer is present, can be interpreted either as a TP or as a CP, depending on the interpretation, the clause works as a sieve or as an island.

5.11.2 A Revision

Some formally-inclined readers may have noticed that the schemas for assigning a Cooper Value to maximal projections, together with the definitions I gave concerning which value is put in storage for operators, do not return exactly the values listed in (5.96). The problem is that the system above does not include a way for binding discourse markers. It is possible to give definitions concerning which values are put in storage and how these are applied that guarantee that the markers are bound appropriately, but the resulting system is much more complex, so I have preferred to discuss more extensively the simpler system above. In this final part of the section I briefly discuss what changes should be made to obtain the desired translations.

First of all, we have to make sure that each discourse marker gets introduced as part of some situation description from the very beginning. For example, we have to replace the definition above for the non-presuppositional translation of indefinite NPs with the definition that follows:

A similar modification has to be made for all sentence constituents that introduce new discourse markers. Then, instead of putting in storage functions from propositions to propositions of the form shown in (5.96), we would have to put functions from propositions to functions from situations to propositions, so that the situation descriptions contributed by each sentence constituent can be merged:

Tense gets (re)defined as follows:
The translation of predicates would have to be changed as follows, so that they introduce event descriptions (ignoring thematic roles):

(5.101) “climb” \( \sim \lambda x \lambda y \lambda s \cdot \text{CLIMB}(x, y) \)

Finally, the translation for quantifiers should be modified so that the argument to the translation gets appropriately merged with the nuclear scope of the operator:

(5.102) “every boxcar” \( \sim \lambda \Phi \lambda s \cdot \text{every}(\lambda x \cdot \text{BOXCAR}(x)) f (\lambda x. f([s' \in s'] \Phi(x))) \)

These translations yield the desired result, although some complexity is involved in combining the interpretations.

5.12 OTHER CONSTRUCTIONS AND SENTENCE CONSTITUENTS

I briefly discuss in this section some linguistic constructions and aspects of sentence meaning—negation, coordination, and appositions—that can be found in the TRAINS conversations, but whose syntactic properties, semantic properties, and scoping behavior I haven’t yet thoroughly studied. The treatment I discuss appears adequate for dealing with the cases we have encountered, but should be seen as a provisional proposal.

5.12.1 Negation

As discussed in §3.3, I assume that at s-structure negation serves as the head of its own maximal projection, called NEGP, optionally located between TP and VP:

(5.103) NEGP

\[ \begin{array}{c}
\text{Neg} \\
\text{TP} \\
\text{VP} \\
\end{array} \]

The semantic translation of negation occupies in a logical form the same position. The s-structure realization of negation is translated as a function from predicates to predicates, as follows:

(5.104) “not” \( \sim \lambda P \lambda x \cdot \neg P(x) \)

As far as scope is concerned, negation currently is not treated as an operator: the Cooper Value of the logical form resulting from (5.103) is obtained from the Cooper Value of the complement VP merely by applying (5.104) to the first constituent of each sequence, without putting anything in storage. This treatment has one main advantage, in common with the treatment of coordinating expressions such as conjunction: it results in plausible readings for the sentences we have looked at without making the assignment of a semantic scope to negation depend on discourse interpretation. This is an advantage because it’s not at all clear what the presuppositional aspect of negation could be, although Kratzer makes some preliminary proposals in [1989].

One of the predictions of the current treatment is that a sentence like

(5.105) John didn’t buy a car.

only gets the reading in which “a car” takes wide scope if the indefinite gets a presuppositional interpretation, that is, if it is interpreted as specific. This hypothesis is relatively plausible. A second consequence is that every operator whose position at s-structure is higher than the position of negation is predicted to take scope over negation. This is less satisfactory. For example, tense is always going to take scope over negation: (5.105) is interpreted as ‘there is an event in the past that supports the proposition of John not buying a car.’ This is indeed a reading of the sentence; however, there is another reading as well, that can be paraphrased as: ‘it is not the case that there is an event in the past of John buying a car’. Subjects are always going to take scope over negation as well; while this is arguably correct in the case of weak NPs (see [Horn, 1989]), it is known that in English negation can take scope over strong subjects, as in the following example:

(5.106) All boxcars didn’t arrive in time.

This sentence has a reading that can be paraphrased as: It is not the case that all boxcars arrived in time.

The simplest modification to the current treatment—i.e., one that allows negation to take wide scope over tense and subjects, but falls short of treating negation as an operator—is to assume that negation is located in the head of TP. Given the way that the Cooper Value of TPs is defined in §5.6, the required readings would be produced. The assumption that negation occurs in [Head, TP] is not as well motivated as the position that modal auxiliaries occupy that position, however; for example, sentences such as “John did not buy a car” seem to call for a treatment in which tense and negation occupy distinct positions. There is a problem for scope as well, namely explaining why when tense and negation both occur in the position of [Head, TP] they can take either relative scope, whereas when a modal auxiliary and negation occur in that position only one scope is available (that in which tense takes wide scope over the modal auxiliary).

5.12.2 Coordination

I assume the generalized treatment of coordination proposed in [Partee and Rooth, 1983], where conjunction and disjunction are treated as polymorphic operators that can coordinate NPs and VPs as well as CPs. Neither conjunction nor disjunction are treated as operators; the Cooper Value of coordinated structures such as (5.107) is obtained by applying the translation of the coordinator to the coordinated structures.
I assume that sentential coordination is a coordination of CPs; this makes it a scope island, in the sense that the operators occurring in either coordinated CP get ‘discharged’ (i.e., taken out of storage) by the rule that specifies the Cooper Value of the coordinated CPs, thus cannot take scope over operators occurring in the other coordinated CP.  

5.12.3 Apposition

Appositions and non-restrictive relative clauses are extremely common in the TRAINS dialogues:

(5.108) Move the engine at Avon, engine E1, to Bath to pick up the boxcar.
(5.109) Move the engine to Avon, where there are oranges.

We currently treat both appositions and non-restrictive relative clauses as cases of adjunction, but much more needs to be said. McCawley [1988] takes these constructions as arguments for the existence of ‘crossing’ syntactic trees. As far as the pragmatics of discourse is concerned, these constructions introduce speech acts that are subordinate to the main speech act performed with an utterance: in (5.109), for example, the clause “where there are oranges” provides an explanation for the decision of moving the engine to Avon. We are elaborating a treatment of these constructions based on the idea of ‘micro conversational events’ discussed in §3.8.6.

5.13 SUMMARY OF THE CHAPTER

In this chapter I spelled out in detail my syntactic and semantic assumptions, and discussed the effects of these assumptions on semantic ambiguity and scope.

First of all, I specified which sentence constituents behave as operators, and which scope they can take. I related the distinction between operators and non-operators (sentence constituents subject to Quantifier Raising and sentence constituents that are not, according to the terminology adopted in generative grammar) to the distinction between presuppositional and non-presuppositional objects. I also discussed how syntactic constraints can be enforced by means of underspecified representations.

Most importantly, I claimed that the sentence constituents whose interpretation needs to be completed in context (i.e., the sentence constituents with a parametric interpretation) are exactly those constituents that have been called in the literature ‘presuppositional,’ such as strong NPs; and for each of these constituents I indicated what part of their interpretation is parametric. This classification is an important preliminary to the discussion in Chapter 6, in which I discuss the discourse interpretation procedures that assign a value to these context-dependent elements.

\[^{15}\text{A weaker form of Scope Constraint can be obtained by allowing sentential coordination of TPs as well. Since no discharging takes place at the TP level, the operators in one of the coordinated TPs could take scope over the operators occurring in the other TP.}\]
6 Discourse Interpretation and Scope Disambiguation

The notion of scope is a way to capture informational dependency relations between the interpretation of sentence constituents. A sentence constituent depends on some other sentence constituent, or on some object in the common ground, if its interpretation is affected by the interpretation of this sentence constituent or object in the common ground.

Throughout this dissertation, I have often used the term ‘assign a scope’ between scare quotes. This is because I think that the formulation of the Condition on Scope Disambiguation I gave in Chapter 1 should actually be strengthened as follows:

**Condition on Scope Disambiguation (Strong Version)** A listener processing a sentence is not concerned with assigning a ‘scope’ in the semantic sense to sentence constituents, but with establishing informational dependency relations.

What this means is that the reasoning that results in a particular scope ordering consists for part of inferring anaphoric reference relations, resolving presuppositions relations, or partitioning a sentence between what is given and what is new. While the outcome of these processes is an interpretation that can be formulated in terms of a formal semantic theory such as CRT, the process by which this interpretation is arrived at has nothing to do with ‘scope’ per se. Once we factor out the effect of syntactic and semantic constraints, the scope preferences observed in the literature on scope interpretation and those discussed in §1.4 can be explained as the result of the interaction of several discourse interpretation processes such as definite description interpretation and the interpretation of modals, that operate on the basis of the information provided by underspecified representations.

If we think of scope assignment in this way, rather than a way for establishing structural relations in logical forms, we get a different way of looking at the process of assigning a scope to operators: instead of thinking of it as a process in which listeners are concerned with choosing one among many several permutations of operators, we can look at it as a process during which listeners try to establish such informational dependency relations, and arriving at an interpretation that can be specified in terms of ‘traditional’ scope relations during the process.

In this chapter I elaborate on, and present support for, the thesis above. I analyze in detail two discourse interpretation procedures that occur in all kinds of conversations, the computation of the given/new partition of a sentence and argument selection, as well as the processes involved in the interpretation of the most common operators found in the TRAINS dialogues; and I show how scoping preferences arise from the interaction of these procedures. The treatment of syntactic and semantic information introduced in Chapter 5 is assumed; in particular, I will use the proposals concerning which sentence constituents are presuppositional, and which aspects of their interpretation needs to be filled by contextual reasoning.
6.1 THE DISCOURSE SITUATION IN THE TRAINS CONVERSATIONS

Before discussing discourse interpretation it is necessary to look in some detail at the mutual information that is used and modified by the discourse interpretation procedures. In Chapter 3 I argued for a theory of the common ground oriented towards a representation of the discourse situation, as opposed to the topic of the conversation; and I showed ho Conversation Representation Theory can be used to represent aspects of the discourse situation such as discourse topics and the focus of attention. In this section, I look more in detail at one case of discourse situation, the discourse structure in the TRAINS conversations, and how I propose to represent it in CRT.

As discussed in §3.7, a typical TRAINS conversations is 'about' more than one discourse topic. The common ground includes:

1. **facts about the world**: the world, in the TRAINS conversations, can be identified with the world described by the map
2. **generic information about the task**, such as expectations about the intentions of each conversational participant, and causal information (e.g., after unloading a boxcar, that boxcar becomes empty)
3. **information about what has been said** (the 'discourse history')
4. the current status of the plan.

There are some interesting complications involved in modeling the kind of discourse topics that occur in the TRAINS conversations, especially at the light of the proposal made in §3.8.4 that a discourse topic is really a situation, namely, the situation that a conversational thread is describing. First of all, as we have seen in §1.4, it is possible for the speaker to use the plan (that is not, on the face of it, a 'situation') as a discourse topic and to refer anaphorically to objects in the plan, even when these objects are not (yet) related to any specific object in the map. As an example, consider the fragment in (6.1): the discourse marker "a boxcar" is subordinate to the modal "need," and is interpreted as referring to an object in the plan, yet it may serve as an antecedent to the definite NP "the boxcar." One problem to be addressed, then, is how to represent the plan, and in which sense can the plan serve as a discourse topic.

(6.1) U: so, we need a boxcar to move the oranges.
S: right.
U: okay, so we need an engine to move the boxcar.

A second problem is that some of these 'discourse topics' are defined intensionally: i.e., the agents are aware of their existence even though they may only have a partial characterisation of these situations. This is the case with the visual situation, for example; the participants to the conversation are clearly aware of its existence, but do not have a complete representation of it at any time. I propose below that for each intensionally defined situation there is a situation forming principle which states the conditions under which a conversational participants can assume that a certain piece of information is part of that situation. These situation forming principles are mutually known to the participants, and can be used to assume that a certain fact is mutually known.

It may be useful before proceeding to remind the reader that the indexical constant $ds$ refers to the discourse situation, whereas $s$ is an indexical that refers to the current situation.

6.1.1 (Visual) Information about the Map

One of most important discourse topics in the TRAINS conversations is the "visible situation," that, in our case, is the world represented on the map. The participants to the conversations treat information about the map as if it were information about an actual situation; I call this situation map situation (MapS). MapS is the resource situation for definite descriptions like "the boxcar at Elmira" ($\in \{3, 8\}$, §1.4) or "the tanker car" ($\in \{3, 8\}$), that are interpreted with respect to the "visible situation." The information in MapS represents the 'visual field' of the agents.

Although MapS is an actual situation, it is defined intensionally, in the sense that not all information contained in the map need to be part of the common ground at all times for the conversational participants to be able to exploit that information in definite descriptions. That is, an agent may refer to objects contained in the map situation without knowing whether the other agent is aware of the existence of that object; it's enough for the speaker to assume mutual knowledge of the existence of that situation.

The TRAINS conversations, for example, include exchanges like:

(6.4) 1 A: You see the boxcar at Dansville?
2 B: wait ... got it.

The following situation-forming principle is associated to the map situation:

**Situation Forming Principle 6.1.1** The conversational participants can assume that the fact that a proposition $\Phi$ is supported by MapS is mutual knowledge if the map that the conversational participants are looking at serves as the source of information for that proposition.

---

1 This intuition is confirmed by recent experiments by Mary Hayhoe at the University of Rochester, from which it appears that participants to visual tasks scan the visual scene continually—i.e., they do not assume the information from the visual scene is a constant set of of propositions—and have difficulty performing their task if this scan is made hard or impossible.

2 This is a general property of the visual field. Webber, for example, discusses examples like the following:

(6.2) Go to the kitchen, get THE COFFEE POT, and come back.
(6.3) Open the box, take THE RED BALL, and give it to me.

In neither example the listener is required to have prior knowledge of the existence of the object referred to by the speaker in order for the definite description to be felicitous.
This principle allows the participants to the conversation to use the information in the map as if it were part of the common ground at all times.\footnote{This situation forming principle is a corollary of Clark and Marshall’s ‘physical copresence’ heuristic [Clark and Marshall, 1981].} I assume from now on that root DRS contains a discourse marker MapS referring to the map situation, and that facts in the map can be used even without previous mention, so that, for example, a participant can refer to “the boxcar at Avon” without having mentioned it before.\footnote{Some speakers appear to assume the existence of two ‘map situations’. These speakers appear to assume the existence of a ‘shared map’ situation in addition to MapS; this situation consists of those facts about the map that have been explicitly mentioned in the conversation. Only this ‘shared map’ is actually shared. Evidence for this is the abundance in our dialogues of utterances like (6.5), whose purpose, at least in part, is to make sure that certain information is actually shared. (These acts may also be interpreted as indirect requests for identification [Cohen, 1984] and indirect ways to impose constraints on the plan [Traum, 1993].)\footnote{These acts may also be interpreted as indirect requests for identification [Cohen, 1984] and indirect ways to impose constraints on the plan [Traum, 1993].}\\footnote{Others may interpret these acts as direct requests for identification, as if they are making sure that the other participant remembers a previously mentioned fact.\footnote{Others may interpret these acts as direct requests for identification, as if they are making sure that the other participant remembers a previously mentioned fact.}}

### 6.1.2 The Information about the Plan

Of the discourse topics in the TRAINS conversations, the most important is, of course, the plan. The conversations consist in large part of statements like (6.6), that are interpreted as contributions towards the development of the plan.

(6.6) We should send an engine to Avon.

That the plan represents a discourse topics in its own right is also shown by the fact that the participants to the TRAINS conversations often refer anaphorically to objects that have only been mentioned in statements like (6.6), that is, that have not been connected with an object in the world. Thus, (6.6) could be followed by:

(6.7) We should hook up the engine to a boxcar.

How do these statements fit with the hypotheses about discourse topics and reference discussed before? In which sense can we say that the plan serves as the discourse topic of a statement like (6.7)? (As we will see later, this issue is related to the problem of representing modal subordination.) And how can we relate this fact with the location theory of definite descriptions interpretation discussed in \$5.3\footnote{These acts may also be interpreted as indirect requests for identification [Cohen, 1984] and indirect ways to impose constraints on the plan [Traum, 1993].} [Hawkins, 1978; Clark and Marshall, 1981], according to which interpreting definite descriptions requires identifying the situation of which the object referred to is a part, and that resulted in the assumption that discourse topics have been said to be situations? The plan is certainly not an actual situation, and one may wonder whether a plan should be considered a situation at all. For example, the hypothesis about the ontological status of plans currently prevailing in Artificial Intelligence is that plans are ‘recipes’ to perform kinds of actions, a recipe being a graph whose nodes represent ‘operators’ (action types) and whose arcs represent temporal or causal relations \[Fikes and Nilsson, 1971; Sacerdoti, 1977; Allen et al., 1990].\]

Although the steps of the plan can be specified both using modal statements and using imperatives, imperatives are most common, and in general may be argued to be the prototypical

\[\text{Plan}\]

form for expressing instructions. Because plans can be seen as complex instructions, it seems reasonable to have plans denote the same type of objects as imperatives sentences. Hwang and Schubert assume that imperatives denote situation kinds (p.c.); I adopted their treatment in [Poesio, 1993], and used situation kinds to model plans as well. More precisely, I propose that the special objects called \emph{recipes-for-action}, a particular type of situation kinds, to model plans: among other properties, recipes-for-action have the property of being kinds of courses of action, as opposed to kinds of arbitrary situations. I use below the term Plan\* to indicate the plan, and assume that the plan is a recipe-for-action.

I also propose in the paper that the specification of a plan does involve the construction of a possible situation, that I call \emph{plan situation}, that is used as the resource situation of definite descriptions referring to objects mentioned as part of the plan. (A possible situation consists of information about other possible worlds—for example, worlds in which the events which are part of the plan actually occurred.) The plan itself is obtained by abstracting over this situation.\footnote{Note that when Grosz and Sidner propose in [Grosz and Sidner, 1986] that all objects and events introduced in the common ground are pushed onto a ‘focus space stack’ used to interpret referring expressions, they are implicitly assuming the existence of such a possible situation.} The analysis of modal subordination adopted here dispenses with the plan situation, and is instead more directly related to Robert’s approach to modal subordination, as augmented in [Poesio and Zucchi, 1992]. I discuss both the processes that lead from modal statements to augmenting a plan, and my proposal concerning modal subordination, in the section on modals, §6.6.\footnote{I nevertheless wonder whether there is some psychological validity in the idea that an instance of the plan is actually created when developing it.}

In what follows, both the existence of a Plan\*, and the fact that the task of the user and the system is to develop a recipe for the kind of action they have to accomplish, are assumed to be part of the common ground.\footnote{Again, this might be an application of Clark and Marshall’s ‘linguistic copresence’ heuristic, since everything which is part of Plan\* is introduced in the discourse.

### 6.1.3 Discourse Topics: Situations vs. Situation Types

Although I have tentatively concluded that both situations and situations types/kinds may serve as possible discourse topics, one may wonder whether it wouldn’t be simpler to assume that it’s always situation kinds that serve as discourse topics. For example, instead of assuming that when speaker and listener are talking about the state of the world, their discourse topic is the set of propositions about the world. Thus, (6.6) could be followed by:

(6.7) We should hook up the engine to a boxcar.
the world, they need not be aware of all that is true at the world. This seems to be suggesting that it is the world itself that serves as topic of discussion.

6.1.4 Summary

The structure that I propose for the common ground in the TRAINS situations is summarized in Fig. 6.1.

6.2 THE STATUS OF INFORMATION IN DISCOURSE, THE GIVEN/NEW ARTICULATION, AND SCOPE DISAMBIGUATION

So far I have mostly been concerned with the representation of dependencies between an utterance and the common ground, such as reference relations and relations of presupposition. In this chapter, as well, I will mostly be looking at the processes that establish these kind of relations. There are also processes that establish dependency relations between the constituents of the same sentence, however; I discuss one in this section.

If we think of scope as a way to encode informational dependency, we would expect scope preferences to be affected by the status of the information communicated by an utterance. It should matter, for example, whether an NP conveys ‘given’ or ‘new’ information: the ‘new’ information depends on the ‘given’ information for its interpretation, so we would expect that the ‘new’ information will tend to take ‘narrow scope’ with respect to the old.

Prima facie, this hypothesis is consistent with what is known about the relative scope of NPs and their given/new status. Indefinites, that typically express new information, tend to take narrow scope; as seen above, one might argue that it is only specific indefinites that may take wide scope, and these have a ‘given’ component. Definites, on the other hand, that are typically interpreted as part of the ‘given’ information, tend to take wide scope, except when interpreted associatively or anaphorically to other operators.

In this section I am going to look in more detail at what has been called the given/new contract by Clark and Haviland—the use by the speaker of an utterance of syntactic information to inform the listener of what’s given and what’s new—and the relation of the contract to scope. I expand in this section on the argument discussed in §1.5 that both the preference for subject NPs to take wide scope and the preference for NPs in fronted position to take wide scope are the result of the way the given/new partition is computed.

6.2.1 The Given/New Contract

Clark and Haviland [1977] argue that if we really believe in one of Grice’s Conversational Maxims, the Maxim of Relevance [Grice, 1967], we are led to conclude that

…To ensure reasonably efficient conversation, the speaker and the listener adhere to a convention… the speaker… agrees to convey information he thinks the listener already knows as given information, and to convey information he thinks the listener doesn’t know as new information.

Clark and Haviland argue that the distinction between given and new information is inherently coded in certain syntactic constructions, and that this coding can be revealed by linguistic tests. For example, a question such as (6.8), that conveys information about what the speaker already knows as well as his/her explicit indication of what he/she doesn’t know, can be felicitously followed by one of the a. sentences in (6.9) and (6.10), but not by one of the b. sentences:

(6.8) Who broke the window?
Clark and Haviland’s interpretation of these data is as follows. Both it-cleft sentences and stress are ways of coding the given/new partition: in a sentence of the form “It was N that G”, N expresses new information, whereas G expresses given information; thus (6.9a) is a felicitous continuation of (6.8), as it provides the required new information, but (6.9b) isn’t, since it amounts to a claim that the information that the window was the theme of the breaking event is new, which it isn’t. Similarly in (6.10): a stressed sentence constituent conveys new information, thus (6.10a) is felicitous, but the b. sentence isn’t.

Clark and Haviland also note that whereas certain linguistic constructions are used with the express purpose of conveying the partition, others only do so more weakly; thus for example subjects are by default taken to express given information, but this preference may be overridden (e.g., by using stress, as in (6.10a)).

6.2.2 Formalizing the Given/New Contract

I assume the following about the correlation between syntactic structure and the given/new partition:

- It-clefts, stress, and PP preposing are all ‘strong’ methods to indicate the given/new partition.
- The subject/predicate distinction is a weak indicator of the given/new partition.

I further assume that ‘givenness’ is very similar to presupposition as discussed in §3.6, and ‘newness’ is closely related to ‘novelty’ in the sense of Heim: a structural indication that a certain sentence constituent is ‘given’ translates, in terms of operations on the common ground, into a request to either relate the sentence constituent in question to some element already existing in the context, or else add such an element to the context if not already there.

The following rule formalizes in CRT the preference for subjects to be interpreted as providing given information. In the rule in (6.12) it is assumed that what’s given is the property on which the quantified NP lives; the rule states that if a strong NP occurs in the position of [Spec,TP], a situation description can be added to the context, and the situational parameter representing the resource situation of the quantified NP can be anchored to that situation description. This rule can be interpreted as a rule for accommodating into the context the presupposition associated with a strong NP, in case that strong NPs is in subject position.10

\[
\text{SUBJECT.GIVEN (weak default)}
\]

<table>
<thead>
<tr>
<th>Triggering configuration</th>
<th>NP</th>
<th>TP</th>
<th>XP</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda Q (\text{det } x \models P(x)) )</td>
<td>Q(x)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[
(6.12)
\]

\[
\text{Introduce into } \text{Con}, : \\
\text{\( s_1 \rightarrow \text{Z} \)}
\]

\[
\text{\( s_1 = \lambda \)}
\]

I emphasize that SUBJECT.GIVEN applies if the quantifier in subject position is presuppositional; i.e., if the NP in subject position is either strong, or if the presuppositional interpretation of a weak NP has been chosen. A rule that differs from SUBJECT.GIVEN only in its trigger formalizes the preference for interpreting NPs embedded in preposed PPs as given; this rule, let’s call it PREPOSED-PPGIVEN, is a strong default instead of a weak one.

6.2.3 Givenness and Scope Preferences

It is easy to see how the rule presented above can account for the preferences displayed in sentences like (6.13):

(6.13) Every kid climbed a tree.

Unless some discourse interpretation process with higher priority has already determined the resource situation of the quantified NP “every kid”, the rule SUBJECT-GIVEN is activated. Once the resource situation is anchored, the model construction rules are enabled; this results in assigning to “every kid” wide scope over “a tree”. (The results of inference in this example have been presented in §1.5.)

The contrast observed by Reinhart between (6.14a) and (6.14b) can also be accounted for. The fact that the reading in which “every town” takes wide scope is much more preferred in

\[\text{PREPOSED-PPGIVEN} \]

10The actual proposal is to add a set of objects of the appropriate type to the context. An alternative implementation in terms of kinds could also be formulated.
(6.14a) than it is in (6.14b) can be derived from the fact that the rule PREPOSED-PP-GIVEN is a strong default, whereas the rule SUBJECT-GIVEN is a weak default.

(6.14) a. In every town, some reporter interviews Kissinger.
   b. Some reporter interviews Kissinger in every town.

6.2.4 The Mapping Hypothesis

Diesing’s Mapping Hypothesis [Diesing, 1992] is also a proposal about the mapping from a syntactic representation into the kind of representations assumed in DRT, i.e., about how the material in a quantified sentence is divided between the restriction and the nuclear scope:

**Mapping Hypothesis** Material from the VP is mapped into the nuclear scope.

Material outside the VP is mapped into the restriction.

Intuitively, this way of splitting the sentence’s material appears to be related to the ideas about how the syntactic structure of a sentence suggests its articulation into given and new. Diesing’s proposal, however, applies at LF; that is, at a level of representation at which the scope of operators has already been assigned, thus cannot be interpreted as a proposal for assigning a scope to operators.

6.3 ARGUMENT SELECTION, THE THEMATIC HIERARCHY, AND THE EVENT DESCRIPTION BUILDING PROCEDURE

In §1.5 I proposed that the preference conflicts in passive sentences observed by Kurtzman and MacDonald, as well as Ioup’s data about the wide scope assigned to NPs filling certain grammatical functions, are the result of the interaction between the given/new construct and a second interpretation procedure, the process that maps grammatical relations such as subject and object into the arguments of a predicate, variably called linking theory or argument selection [Dowty, 1991]. I have discussed my representation for roles and predicates in §5.5; I now discuss argument selection and its effect on scope in more detail.

6.3.1 Argument Selection and the Thematic Hierarchy

It has been proposed\(^\text{11}\) that the facts about argument selection illustrated by (5.26b) can be accounted for by stipulating that thematic roles are ordered according to a thematic hierarchy. This order usually takes the form

\[
\text{AGENT}\prec\text{EXPERIENCER}\prec\ldots\prec\text{LOCATION}\prec\text{SOURCE}\prec\text{GOAL}\ldots\prec\text{THEME}
\]

The effect of the thematic hierarchy on argument selection is specified by the following principle:

**Argument Selection Principle** In predicates with grammatical subject and object, the argument that fills the role higher in the Thematic Hierarchy will be lexicalized as the subject; the argument that fills the next higher role in the TH will be lexicalized as the object.

What’s interesting about the Thematic Hierarchy idea (as opposed to Ioup’s proposal about a Grammatical Function Hierarchy) is that there seems to be independent motivation for it. Two phenomena that provide evidence for such a hierarchy are discussed by Jackendoff in [1972]. Jackendoff observes that not all actives have passive counterparts, and the disparity is related to the thematic roles of the predicate to be passivized. (6.15a), for example, is ambiguous between two readings. In one of these the subject is an agent; this reading can be paraphrased as: “Tom used a brush on the wall.” In the other reading, the subject is a theme: “Tom’s body inadvertently brushed against the wall.” When the expression is put in the passive, however, as in (6.15b), only the first reading is maintained.

(6.15) a. Tom brushed the wall.
   b. The wall was brushed by Tom.

Verbs of measurement do not passivize at all, as shown by the examples in (6.16) and (6.17). In these sentences, the D-structure subject is the THEME, and the measure phrase indicates a LOCATION on a scale; the sentence specifies the position of the THEME on the scale provided by the LOCATION.

(6.16) a. The book costs five dollars.
   b. *Five dollars are cost by the book.

   b. *Two hundred pounds are weighed by Bill.

Jackendoff considers next the contrast between the pair of sentences in (6.18) and the pair in (6.19). In (6.18a), “John” is the GOAL, “the letter” is the THEME. This may be passivized, as in (6.18b). However, when the D-structure subject is the THEME, and the D-structure object the GOAL, as in (6.19), the sentence cannot be passivized:

(6.18) a. John received the letter.
   b. The letter was received by John.

(6.19) a. John reached the corner.
   b. ??The corner was reached by John.

These data are predicted by the Argument Selection Principle. The b. cases in (6.16), (6.17) and (6.19), as well as the unavailable reading of (6.15b), are all sentences in which the NP in Subject position lexicalizes an argument that fills a role that is lower in the TH than the role filled by the argument lexicalized by the NP in object position.

According to Jackendoff, the thematic hierarchy plays a role in reflexivization, as well. He notes the contrast in (6.20). Why is (6.20b) much worse than (6.20a)? (Note that neither violates Principle A of the Binding Theory.)

(6.20) a. I talked to John about himself.
   b. ??I talked about John to himself.

\(^\text{11}\)The original idea may be due to Keenan [Keenan, 1976].
Reflexives aren’t allowed as the NP in the by-phrase of passives, either, as shown in (6.21):

(6.21) *John was shaved by himself.

Other cases of bad reflexivization not ruled out by Principle A were discussed by Postal [1971]; the sentences in (6.22) are examples of the constraint to reflexivization in cases of though movement.

(6.22) a. It is tough for Tony to shave himself.
    b. *Tony is tough for himself to shave.
    c. *Himself is tough for Tony to shave.

The generalization proposed by Jackendoff to account for these facts also makes use of the thematic Hierarchy:

**Thematic Hierarchy Condition on Reflexives** A reflexive may not be higher on the thematic hierarchy than its antecedent. ([Jackendoff, 1972], p. 148)

Dowty proposes the following principle to account for the role of Proto-roles in argument selection:

**Argument Selection Principle (Dowty 91)**: In predicates with grammatical subject and object, the argument for which the predicate entails the greatest number of proto-agent properties will be lexicalized as the subject of the verb; the argument having the greatest number of proto-patient entailments will be lexicalized as the direct object.

Two corollaries of this principle are, first, that if two arguments of a relation have approximately the same number of entailed proto-agent and proto-patient properties, either or both may be lexicalized as the subject. Second, with a three-place predicate, the non-subject argument having the greater number of entailed proto-patient properties will be lexicalized as the direct object, while any other non-subject argument will be lexicalized as an oblique or prepositional object. The principle does not require proto-roles to classify all arguments (some arguments have neither role); it allows for two arguments to share the same role; and some arguments may qualify partially but equally for both roles.

If we assume the Argument Selection Principle, and if we take proto-agent and proto-patient to be the extremes on a line (from ‘most likely to occur as subject’ to ‘least likely to occur as subject’), we obtain a partial order among roles. In other words, the thematic hierarchy follows naturally from Dowty’s account of thematic roles, without the need of further stipulations.\(^\text{12}\)

\(^\text{12}\)In truth, the hierarchy one obtains from Dowty’s definitions depends on what one takes to be the order relation, and, in fact, the hierarchy proposed by Dowty is slightly different. There are several versions of thematic hierarchy, not all identical to the one used by Jackendoff. The simpler version is the one used by Fillmore and König (p.c.), that only requires a single role (Agent) to be distinguished.

6.3.2 An Event Description Building Procedure

When building the model of the situation described by a sentence, a listener may try to simultaneously determine the fillers of all the roles, or may try to identify one role after the other. I propose that the latter is the case. I propose, that is, that the order between roles specified by the Argument Selection Principle provides listeners with a default procedure for building event descriptions, in the sense that a listener starts builds first those parts of the event description that are related to the fillers of role types higher in the hierarchy. I call this the **Event Description Building Hypothesis**:

**Event Description Building Hypothesis (EDBH)**: The thematic hierarchy specifies the default order in which an event description is built.

The EDBH serves as the basis for a default procedure for building a description of the situation described by an utterance. This procedure consists of weak default rules that implement argument selection. These rules essentially perform generalized application\(^\text{13}\) at the underspecified representation level; the EDBH is implemented by assuming that these rules must apply in a certain order. In the case of presuppositional quantifiers, for example, I assume that there is a model construction rule schema like MCR.PRESUPP.AGENT below, that is triggered by the occurrence of the function

\[
\lambda P \ [\text{det} \ z \ [h | \neg \ Q(z)] P(x)]
\]

(where \(\text{det}\) is a presuppositional determiner) in the position of [Spec,TP] when the main verb is a relation \(R\) that requires an \(\text{AGENT}\) role, and that produces a new hypothesis by ‘applying’ the interpretation of the NP to the rest of the underspecified representation—which, in practice, means applying the semantic translation of the NP to the property obtained by replacing the lexical interpretation of the NP with a variable.

\(^\text{13}\)This operation is defined in §5.5.
The result of the rule for the non-presuppositional reading of indefinite NPs, instead, is to add new discourse markers to the current DRS instead of introducing a tripartite structure, as follows:\footnote{This rule works for indefinite NPs such as “a boxcar” or “some boxcars”. A similar rule for cardinal NPs such as “three boxcars”, and perhaps also for the non-presuppositional reading of NPs such as “many boxcars”, can be obtained by treating the determiner as a predicate stating the cardinality of a set and adding to the common ground an additional condition of the sort det(\(\gamma\)), where \(\zeta\) is the discourse marker introduced by the cardinal NP.}

The rules above are very similar to the model construction rules proposed by Kamp and Reyle (compare, for example, MCR.PRESUPP.AGENT with Kamp and Reyle’s CR.EVERY, at pag. 169 of [Kamp and Reyle, 1993]); in fact, one could claim that the rules proposed there are already based on an implicit ordering among arguments. There are important differences, however: first of all, MCR.PRESUPP.AGENT and MCR.INDEF.AGENT are weak defaults, and therefore they apply only if no rule with a higher priority has resulted in a ‘discharge’ of the NP. Secondly, they depend for their application on a predicate’s looking for an agent, whereas Kamp and Reyle’s rules are independent from the lexical semantics of the predicate.

The ordering between thematic roles is implemented by forcing the argument selection rules for roles ‘lower’ in the thematic hierarchy to ‘wait’ until the MCR rules building the part of the event description related to ‘higher’ roles have been executed. This is done by requiring the trigger of rules such as MCR.INDEF.THEME (the equivalent in this system of the rule for indefinites in object position in [Kamp and Reyle, 1993]) to have an object of type \(e\) in subject position, instead of a property of properties.
6.3.3 Scope and the Thematic Hierarchy

The EDBH provides an explanation for several scoping preferences that have been observed in the literature, yet cannot be accounted for if only the effect of the given/new partition discussed in §6.2 is assumed.

First of all, Ioup motivated her Grammatical Function hierarchy by observing that, in addition for a preference for the Subject to take wide scope over the Object NP, there is a similar preference for the Indirect Object to take wide scope over the Direct Object, and for the Preposition Object to take wide scope over the Direct Object. The first preference is illustrated by the examples in (6.23). The preferred interpretation of (6.23a) is the one in which “every child” takes wide scope; this preference is not changed by reversing the order of the quantifiers, as in (6.23b), nor by switching the quantifiers, as in (6.23c) and (6.23d), whose preferred reading is again the one in which the NP in Indirect Object position, “a child,” takes wide scope. These data are all in agreement with the predictions of the EDBH as well, since the Direct Object of the predicate TELL, a THEME, is lower in the hierarchy than the Indirect Object, a GOAL.

(6.23) a. I told every child a story.
   b. I told a story to every child.

c. I told a child every story.
d. I told every story to a child.

The preference for the NP in Preposition Object position to take wide scope with respect to the NP in Direct Object position is illustrated by the sentences in (6.24).

(6.24) a. I had many conversations with a friend.
b. I had a conversation with many friends.
c. Freddy hit many balls with a bat.
d. Freddy hit a ball with many bats.

Another phenomenon which cannot be explained in terms of the Given/New contract only is the lack of a clear preference for passive sentences—i.e., the contrast between the clear preference of the subject for assigning wide scope to “a kid” in (6.25a), while at the same time finding (6.25b) ambiguous.

(6.25) a. A kid climbed every tree.
b. A tree was climbed by every kid.

This contrast cannot be explained by stipulating a Grammatical Function hierarchy, either, since that would predict no contrast between (6.25a) and (6.25b). What seems to be happening is that two contrasting principles are at work, one assigning a wide scope to the subject NP, the other assigning wide scope to the object NP. By assuming the EDBH in addition to the Given/New contract, we explain the conflict.

Finally, Kurtzman and MacDonald’s result that their subjects have a much stronger preference for the NP in subject position to take wide scope when the NP is weak may be explainable as follows. Once MCR.NON-PRESUPP.AGENT is applied, a participant to a conversation has nothing more to do. However, after MCR.PRESUPP.AGENT is applied, the c.p. still has to identify the resource situation of the quantified NP; so, at least one more ‘weak’ inference step is required. The interpretation thus obtained is weaker than the interpretation obtained after applying MCR.NON-PRESUPP.AGENT.

6.3.4 Additional Predictions

If we assume Dowty’s treatment of thematic roles, and if we assume the EDBH, we get additional predictions that would be interesting to verify. Notice that I have formulated the rules above in terms of AGENT and THEME roles; I assume, that is, that the application of a rule such as MCR.PRESUPP.AGENT involves a step during which the listener evaluates the entailments of the predicate occurring in the sentence; the rule is applied only if the listener thinks that there is a good enough match. Thus, the more ‘agentive’ a predicate is, the easier it is to apply the rule. All other things being equal, we predict that since basic transitive verbs have prototypical AGENTS and prototypical THEMES, the preference for the subject NP to take wide scope over the object NP should be stronger than for symmetric predicates such as ‘meet,’ in which the two roles do not differ much in prototypicality, thus the only preference is due to topicality effects.\[^{15}\]

\[^{15}\]This idea actually assumes that different effects may somehow ‘combine’.
The data are not clear, but there seems to be a slight contrast between the (a) and the (b) sentence in (6.26) (although this contrast could be due to world knowledge as well).

(6.26)  
(a) Every student built a model airplane.  
(b) Every student met a professor.

For the same reason, there should also be a contrast in scoping preferences between basic transitives and psychological predicates:

(6.27)  
(a) Every student built a model airplane.  
(b) Every student feared a professor.

Thematic hierarchy effects should be weaker for psychological predicates that ‘come in pairs,’ such as to fear/to frighten. This is in agreement with my intuitions about (6.28).

(6.28)  
(a) Every student feared a professor.  
(b) A professor frightened every student.

Finally, in commercial transaction predicates, the seller fills simultaneously both the AGENT and the SOURCE role, while the buyer fills simultaneously both the AGENT and the GOAL role. One may argue that this, again, should weaken the thematic hierarchy effects, but whether this is actually the case is not clear to me:

(6.29)  
(a) A student bought a model airplane from every shop.  
(b) Every student bought a model airplane from a shop.  
(c) A student sold a model airplane to every shop.  
(d) Every student sold a model airplane to a shop.

6.4 THE INTERPRETATION OF OPERATORS

In the rest of the chapter I am going to discuss the most important among the discourse interpretation procedures that play a role in the TRAINS conversations. The interpretation of all operators involves two kinds of rules. First of all, there are defeasible principles formulating hypotheses about the interpretation of contextually dependent aspects of the meaning of the operators; I call these principles for anchoring resource situations, for reasons that should become clear below. Second, there are model construction rules, that are like traditional DRT construction rules except that they need to be ‘enabled’ by a principle for anchoring resource situations.

For each operator, I first present the model construction rule(s)—i.e., I specify how that operator contributes to the common ground, and which conditions have to be met in order for that contribution to occur. Next, I discuss the discourse interpretation procedures that lead to these conditions being satisfied.

6.5 DEFINITE DESCRIPTION INTERPRETATION

The interpretation of definite descriptions is one of the most important processes that occur in our dialogues, and the one whose interaction with other interpretive processes such as the computation of the given/new partition, or the default procedure for building situation descriptions, is most clear.

As discussed in §3.7.1, the two most common cases of definite descriptions in the TRAINS conversations are anaphoric definites and definites interpreted with respect to the visual situation. In both cases, interpretation involves both “focusing” inferences and principles for choosing an interpretation. (I have discussed the location theory of definite descriptions, on which the following proposal about the interpretation of definites is based, in §5.3.) The principle accounting for the interpretation of visible situation use of definite descriptions states that when both participants to a conversations are focused on the same part of the visual situation, that part of the visual situation may be used as the resource situation for definite descriptions. The principle accounting for the interpretation of anaphoric uses of definite descriptions states that the resource situation of definite descriptions may be identified via the current discourse topic.

In the rest of this section, I discuss first the model construction rule for definite descriptions, then the two interpretation procedures, and finally the effects of definite description interpretation on scope.

6.5.1 Model Construction Rule

The model construction rule for definite descriptions, MCR.DEF, is presented below. This rule schema is enabled by prior identification of the resource situation s of the definite, as specified by the location theory (see §5.3). As in standard DRT, definites do not introduce complex conditions in the current situation description; unlike standard DRS, however, the situation description containing the logical form in which the NP is included is modified, rather than the root DRS. A new situation description is however added to the content of the current situation descriptions, specifying that the resource situation s of the definite description includes y as the unique object of type P.
MCR.DEF is ‘triggered’ by the occurrence of a definite NP anywhere inside a TP, and can apply when the two parameters of the definite NP—the resource situation, and the actual referent of the NP—has been identified by discourse interpretation. The rule performs three operations on its input DRS: it adds a new discourse marker \( y \), it rewrites the input TP by replacing the translation of the NP with \( y \), and it adds a new condition consisting of a situation description that characterizes the situation \( s \) as supporting two propositions, namely, the fact that the referent of \( y \) is a \( P \), and the fact that there is an object \( x \) in \( s \) that can be identified as the antecedent of \( y \).

### 6.5.2 The Interpretation of ‘Visible Situation’ Definite Descriptions

I will first look at the process by which ‘visible situation’ defnites such as “the boxcar” in sentence 29.5 of the transcript (1.61) get assigned their interpretation.\(^\text{18}\)

\(^\text{18}\)This is how Heim’s requirement that the discourse marker be ‘familiar’ is implemented, see §5.3.

\(^\text{16}\)These uses are included in what Heim [1982] calls ‘deictic’ uses of definite NPs. The classification was introduced in §3.7.1.

As mentioned above, two kinds of inferences seem required to interpret this kind of definite descriptions. First of all, a conversational participant must know that if the visible situation contains an object of the appropriate type, that object can be the intended referent for the definite description. The principle for anchoring resource situations presented below, PARS1, says just that:

**PARS1** If a speaker uses a referring expression “the \( P \)” the speaker intends the mutual attention of the conversational participants to be focused on the situation \( s \), and the visible situation contains an object of type \( P \), then the listener may hypothesize that \( s \) is the resource situation for “the \( P \)”.

This is formalized by the following axiom schema:\(^\text{18}\)

\(^\text{18}\)In which all unbound variables are to be taken as universally quantified.
In the formulation of PARS1 above, I have assumed that ‘parameter anchoring’ is done by adding statements of the form \( \phi = s \) to the DRS in which the logical form occurs, and I have ignored temporal issues, such as the fact that the intention concerning the mutual focus of attention should be at the same time at which the utterance of the definite description occurs. This latter problem could be easily fixed by complicating slightly the representation, as it is indeed the case in the actual implementation.

As discussed in §3.7.1, the visible situation use of definite descriptions depends on the current focus of attention: when an object is in the current focus of attention, it can be felicitously referred to by means of a definite description even when other objects of the same type have been introduced in the discourse or are part of the world described by the map. An agent’s visual focus of attention changes continuously [Allport, 1987], yet not all of these shifts can be exploited to make the use of a definite reference felicitous, since conditions on mutual knowledge have to be met [Clark and Marshall, 1981]. An attention shift can only be exploited when the participants in a conversation mutually know that the shift took place, on the grounds of some general fact about the conversation. In the case of the ‘air compressor’ conversations studied by Grosz [1977], the movement of the focus of attention was related to the structure of the task. In our transcripts, the most important conversational principle governing visual attention shifts appears to be the following:

**Follow The Movement**: Part of the intended effect of an utterance instructing an agent to move an object from one location to another is to make the terminal location of the movement the new mutual situation of attention.\(^{19}\)

This principle can be formalized by the following (strong) default:

\[^{19}\text{This principle could perhaps be derived from a more general principle saying that in our dialogues it is expected of each conversational participant that he pays attention to what the other participant says, and ‘paying attention’ when the movement of an object in the map is concerned simply consists of following the movement of that object on the map. This, however, is not very important for my purposes.}\]

FTM

<table>
<thead>
<tr>
<th>Triggering configuration</th>
<th>ce</th>
</tr>
</thead>
<tbody>
<tr>
<td>ce (\in) now</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Introducing into U; i;</th>
<th>ce29.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>ce29.4 (\in) (\in) (\in)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Introduce into Cont; i;</th>
<th>ce29.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>ce29.4 (\in) (\in) (\in)</td>
<td></td>
</tr>
</tbody>
</table>

The axiom can be read as follows: the occurrence of a conversational event \(ce\) of type `INSTRUCT`, where the instruction is one to move the object \(z\) to \(p\), results in hypothesizing that the discourse situation includes an intention \(i\) of the speaker \(x\) that the mutual focus of attention of the speaker and the hearer be the situation \(\text{PLACE}(p,\text{MapS})\), which is the ‘place’ situation type consisting of the information in the map about position \(p\).\(^{20}\) This state \(fs\) of the mutual attention being on \(\text{PLACE}(p,\text{MapS})\) holds until the next conversational event in discourse segment `coe`.

Let us see now these principles at work in the interpretation of utterances 29.4–29.5 in (1.61). The conversational event generation rules assign to 29.4 the translation in (6.30).

29.4 U: take engine E1 to Dansville,

\[^{20}\text{This is a simplification— actually, one should ‘carve out’ the place situation not from MapS, but from the situation ‘resulting’ from action of moving \(z\) to \(p\). Also, it’s not clear whether a more general formulation in terms of intentions rather than the surface act would still hold.}\]
In (6.30), $e_1$ is the conversational thread of which the new conversational event, $ce29.4$, is part. The conversational event takes place at time $l$, and is an instruction of moving engine $E_1$ to Dansville.

Assuming a simple inference to the effect that each ‘taking’ event in the TRAINS domain entails a move, the ‘follow the movement’ principle expressed by rule FTM can now apply, with the result that the listener hypothesizes that the user intends the ‘place situation’ consisting of the facts about Dansville to be the new mutual situation of attention. This hypothesis is represented as follows:

$$ds^* = (\text{INTEND}(user, ds))$$

The next utterance, 29.5, is interpreted in the common ground thus augmented. The conversational event associated with 29.5 is described in (6.31).

$$29.5 \quad \text{U: pick up the boxcar}$$

Now the principle for anchoring resource situations mentioned before, PARS1, may apply, with the result that the ‘system’ may hypothesize that the ‘user’ intends the resource situation for the definite ‘the boxcar’ in 29.5 to be $\text{PLACE}(\text{dansville, MapS})$:

$$ds^* = (\text{INTEND}(user, a = \text{PLACE}(\text{dansville, MapS})))$$

As there is only one boxcar in $\text{PLACE}(\text{dansville, MapS}), b_1$, it is consistent to infer (6.32). This entails (6.34).  

It appears that ‘persistence’ axioms may also be part of a listener’s interpretive rules, i.e., axioms that result in the hypothesis that the previous focus of attention should be maintained. For example, such axioms may be used as

\[\begin{align*}
\text{Send the engine to Elmira, and send the boxcar with it.}
\end{align*}\]

This principle can be formulated as a construction rule as follows (I have simplified the representation of the trigger for the rule, only including the occurrence of a NP of the appropriate type inside a TP):

\[\begin{align*}
a \text{ ‘fall-back’ case in examples such as:} \\
\text{Send the engine to Elmira, and send the boxcar with it.}
\end{align*}\]

It seems that this utterance can be used in case the current focus of attention is on a location on the map at which there is a boxcar; the first part of the utterance is a moving instruction, and therefore the FTM would suggest a shift of the focus of attention to Elmira; however, this interpretation is overridden when interpreting the second part of the utterance, as the predicate ‘send with’ requires the boxcar to be at the original location of the engine. Several complex issues need to be resolved before incorporating this form of axioms in the present system, including making sure that the focus of attention is not always automatically shifted.

6.5.3 Anaphoric Uses of Definite Descriptions

Principles for anchoring resource situations and focusing principles also constitute the basis of the processes involved in the interpretation of definite descriptions used anaphorically.

In the case of anaphoric definite descriptions, the focusing element is the discourse topic, as discussed in §3.7 and §3.8. A proper discussion of discourse topic change requires, however, much more extensive discussion of conversational events and the intentions they convey that I can include here. I will simply say that both principles encoding the effect of discourse signals [Reichman, 1985; Schiffrin, 1987] and ‘persistence principles’ are needed, the latter being weak construction rules that suggest that unless some stronger defaults suggest otherwise, the conversational thread doesn’t change.

The principle for anchoring resource situations involved in the interpretation of anaphoric uses of definite descriptions such as “the boxcar” in 5.1 (from the transcript in Fig. 1.2, §1.4, repeated below)

\[\begin{align*}
3.1 \quad \text{U: now ... umm ... so we need to get a boxcar to Corning,} \\
& \text{ : where there are oranges.} \\
3.2 \quad \text{: there are oranges at Corning} \\
3.3 \quad \text{: right?} \\
4.1 \quad \text{S: right.} \\
5.1 \quad \text{U: so we need an engine to move the boxcar} \\
5.2 \quad \text{: right?} \\
6.1 \quad \text{S: right.}
\end{align*}\]

is called PARS2:

PARS2 If the current discourse topic is the situation or situation kind $s$ that includes a discourse marker $z$ of type $P$, a definite NP of the form “the $P$” may be taken to refer to $z$ if the NP is lexically primed by $z$.
by first applying the axioms formalizing the discourse interpretation procedures associated with
definite description interpretation, then the weak defaults (see §3.9). When these latter apply,
the interpretation for the definites has already been determined. This assumption about the
priority of definite description interpretation processes over other interpretation processes is
not a stipulation introduced for the sake of explaining the facts about scope, but it’s a generally
accepted fact about interpretation (see, e.g., Crain and Steedman’s work on the effect of reference
on parsing preferences [Crain and Steedman, 1985]).

The DRT construction algorithm proposed in earlier drafts of [Kamp and Reyle, 1993]
produces the same results than the algorithm discussed here for (6.36), but different results
when narrow scope definites are considered.29 This can be shown by looking at examples like
(6.37), in which the interaction of discourse interpretation with scope disambiguation plays a
crucial role.20 The older version of the DRT construction algorithm generates for this sentence
an interpretation in which there are a single principal and a single meeting, as opposed to the
preferred reading in which there is a single meeting, but a different principal per school.26

(6.37) Every school sent the principal to the meeting.

According to the model of interpretation of definites just discussed, the interpretation of the
sentence proceeds as follows. Assume that the context for (6.37) is sentence (6.38), that
introduces into the model the situation description in (6.39), containing a group of schools and
a meeting.

(6.38) There was a meeting of the schools in the district.

Since s is the discourse topic, PARS2 can be used to identify s as the resource situation of
the NP “the meeting”. It seems plausible to assume that a principle similar to PARS2 exist,
capable to establish an anaphoric connection between the NP “every school” and the discourse
marker S. No unique principal can be identified in s, however. The model construction rules
MCR.DEF for definite descriptions and MCR.EVERY for universal quantifiers (discussed in
§6.8, but not that much different from the rule proposed by Kamp and Reyle) can apply after

29 As mentioned in §1.5, the version of the rule found in the final version of the book does yields the preferred
interpretation for narrow scope definites. On the other hand, it does not produce the preferred interpretation for
(6.36).

20 This example is a variant of an example from [Hurum and Schubert, 1986].

While this example may seem strange, narrow scope definites are not really that rare, especially when adverbs
of quantification are considered. The literature includes examples such as “If a dog barks at a cat, the cat always
meows.”, but examples such as “When a judge finds a person guilty, the person has ten days to appeal the sentence.”
are not really hard to find.
discourse interpretation, which results in the partially disambiguated interpretation in (6.40), in which the resource situations of “every school” and “the meeting”, s₁ and s₂, have been identified, and where the ‘extended’ notation for universal quantifiers introduced in §4.3 is used (I also represented the definite NP “the principal” among quotes to save space):

\[ \text{every}s \in [s] \rightarrow \text{s} \]

(6.40)

Every kid climbed the tree.

An interesting case of interaction between definite description interpretation and scope is (6.41). The preferred reading of this sentence is the one in which a single tree gets climbed by every kid. To get this reading, the default preference for NPs filling the agent role to take wide scope over NPs filling the theme role must be overridden, as in (6.36); however, it doesn’t seem necessary for the context to include a tree in order to get this reading—in other words, it doesn’t seem necessary for there to be a unique tree in the common ground to which “the tree” refers to in order to get the preferred interpretation. If there isn’t such a tree, the sentence is perceived as pragmatically infelicitous, but the preferred reading is still the one in which “the tree” takes wide scope. Why is this the case?

(6.41) Every kid climbed the tree.

My answer is that the constraints on the resource situation of definite descriptions discussed above play a role here. If there is no tree in the common ground which can be interpreted as the referent of the definite descriptions, the discourse interpretation procedures described in this section do not apply. So, an interpretation can only be obtained by means of the given/new procedure and the EDBP. But after rules such as SUBJECT.GIVEN or MCR.PRESENT.AGENT have applied, we still obtain an interpretation which contains a presuppositional NP, i.e., the familiarity condition still has to apply:

A process of accommodation has to take place—a new situation is hypothesized to be part of the common ground, at the top level, and the situational parameter representing the resource situation of the definite is anchored to the new situation. Cases like (6.41) thus seem to require a third level of defaults, including accommodation procedures of this sort.

The reading represented by (6.43), instead, is not available. (I have ignored situation descriptions, etc.) Note that this constraint is automatically satisfied by the structures obtained by the procedures described in this section.

The interaction between definite description interpretation and the given/new partition is displayed in (6.44), where two discourse interpretation procedure with the same priority apply: one that makes the existence of a set of towns part of the presuppositions of the sentence, and one that assigns an interpretation to definite descriptions.

(6.44) In every town, the newspaper interviewed Kissinger.

If a newspaper is part of the common ground, the two procedures apply at the same level and their results may be merged because they are not inconsistent; the sentence is thus perceived as not ambiguous. This is the case in (6.45), for example.
(6.45) The Wall Street Journal pays a lot of attention to the opinion of Republican politicians. In every town, the newspaper interviewed Kissinger.

If, however, no prior context is given, only the given/new procedure applies at first. This interpretation can be extended into a complete interpretation in two ways by using accommodation procedures: either by establishing a weak associative relation between “the newspaper” and “every town;” or by introducing a single situation in the common ground, that includes a newspaper that “the newspaper” may be interpreted as anaphoric on. My informants agree that the sentence in this case is perceived as ambiguous.

6.6 THE INTERPRETATION OF MODAL AUXILIARIES AND MODAL VERBS

The interpretation process for modals, like the interpretation processes for definite descriptions and for tense just discussed, can be characterized by two distinct sets of rules: principles for determining the modal base that resolve the contextual component of meaning — in the case of modals, the modal base; and model construction rules that rewrite a partial interpretation when the modal base has been identified. I will discuss these two kinds of rules in turn.

6.6.1 Model Construction Rules

The model construction rule for modal auxiliaries is an axiom schema called MCR.MODAL-AUX. In the schema, M is a modal, and XP can be either VP or NEGP. The rule is triggered by the occurrence of a logical form in which the Infl position is occupied by a modal auxiliary. The rule is enabled whenever previous discourse interpretation processes have identified the modal base of the modal, that is, have hypothesized an anchor for the parameter ranging over situation kinds that is part of the lexical meaning of the modal. The schema results in the replacement of the logical form in the trigger with a complex condition that contains in the nuclear scope a logical form obtained from the trigger by eliminating the modal from the head position.

As discussed in §5.9, I assume that in the case of modal auxiliaries, the interpretation of tense (specified as tense’ in the rule) is merged with the interpretation of the modal.

The model construction rule for modal verbs is called MCR.MODAL-VERB. It is triggered by the occurrence of an utterance whose logical form includes a modal verb as head of a VP, and a tenseless TP as complement of that same TP. The result of MCR.MODAL-VERB is similar to that of MCR.MODAL-AUX, except for the difference in the syntactic tree that gets rewritten.
Finally, modals like “should” are used by the user to formulate proposals concerning the plan and/or by the system to formulate suggestions (the system’s suggestions are more commonly expressed using the modal auxiliary “could”). These utterances have the pragmatic force of proposals.

(6.49) a. U: We should hook up an engine to the boxcar.
b. S: We could use one engine to move both the boxcar and the tanker car.

The process involved in the interpretation of modals can be illustrated by discussing the interpretation of the following sequence of utterances:

(6.50) a. U: We should use a boxcar to move the oranges.
b. U: We should hook up an engine to the boxcar.

The basic step of modal interpretation is the identification of the modal base. This process is performed by default inference rules, much like those that anchor the resource situation of definite descriptions. For example, the rule PAMB.SHOULD presented below generates an hypothesis according to which the modal base of the modal SHOULD is determined by the situation kind associated with the discourse topic of the current segment (in the case of TRAINS conversations, the topic situation usually is the ‘proposed plan,’ Plan*). The rule may be paraphrased as follows:

PAMB.SHOULD Take the modal base of a modal statement to be the situation kind associated with the set of propositions representing (what is known about) the current discourse topic, if it is consistent to do so.

This discourse interpretation rule is specified as follows. The rule is triggered by the occurrence as part of the description of situation $s$ of an underspecified logical form representing a TP whose head is the translation of the modal “should”. If the parameter $k$ in the translation (representing the situation kind that determines the modal base) has not yet been anchored, and the topic of the current discourse segment $s_t$ is the situation or situation kind $s$, then produce an hypothesis to the effect that the description of situation $s$ is augmented by fixing the value of the parameter $k$ to (the situation kind associated with) $s$. 

6.6.2 Discourse Interpretation Rules for Modals

In the conversations in the TRAINS corpus, sentences containing modal auxiliaries and modal verbs are used, first of all, to specify the task the user and the system have to accomplish at the beginning of a conversation. In this use, modals like “need,” “have to,” and “better” are semantically interpreted as expressing deontic obligations; pragmatically, they are interpreted either as providing information to the other participant, or as suggestions. Examples include:26

(6.47) a. U: We have to make OJ.
b. U: We need to get a boxcar of oranges to Bath by 8am.
c. U: I need to get oranges to Bath by 8 AM.
d. U: We better ship a boxcar of oranges to Bath by 8 am.
e. U: I have to get one tanker of OJ to Avon, and a boxcar of bananas to Corning, uh by 3 PM

Modally qualified sentences are also used in the second phase of typical TRAINS dialogues, during which the user and the system discuss the constraints of the TRAINS world and consider subgoals that have to be achieved in order to accomplish the task. The user’s utterances in this context play the pragmatic role of ‘checks’, in the sense that the user uses the system to verify facts and/or possible plans. Examples include:

(6.48) a. U: So we need an engine to move the boxcar.
b. U: Two engines can’t run on the same track, can they?

26 There are only two exceptions to the rule that the task is specified by means of a sentence that contains a modal:

(6.46) a. U: one tanker car of orange juice to Avon, and a boxcar of bananas to Corning, both by 3 PM.
b. U: we’ve got a more complicated problem.
Consider for example (6.50a), and let the current topic of conversation be the situation kind Plan*. PAMB.SHOULD results in the hypothesis that the modal base of the modal “should” in (6.50a) is ‘what is known about the plan;’ that is, (6.50a) gets interpreted as: “In view of what is known about the plan, we should use a boxcar to move the oranges.”

Once PAMB.SHOULD has applied, MCR.MODAL-AUX can apply as well, resulting in the updated hypothesis in (6.51). The event description that triggered PAMB.SHOULD is replaced in the characterization of \( S_0 \) by a new event description in the form of a complex condition of the form \( \text{should}(K_1, K_2) \).

In our dialogues, in which the context is relatively fixed, simple rules such as PAMB.SHOULD suffice to determine the modal base. In order to handle Kratzer’s examples of modal base choice more complex processes of accommodation would be required, in which the situation determining the modal base has to be constructed on the basis of the likely interpretation of the sentence.

6.6.3 Plans as Discourse Topics

The fundamental contribution of dynamic theories of discourse such as DRT has been to assign to sentences an interpretation which can be used to incrementally construct the characterization of a situation/discourse topic out of the interpretations assigned to the sentences in a text. I discussed in Chapter 4 how situation descriptions are used in CRT to preserve this aspect of DRT while at the same time allowing for a more indirect relation between the common ground and the situation described by a text or conversation.

What about plans, however? The TRAINS conversations show that a plan can also incrementally constructed out of modally qualified and imperative utterances, that is, that the plan can serve as a discourse topic. A plan can also serve as a discourse topic in the sense that objects introduced in the common ground when describing aspects of the plan by means of imperative or modally qualified utterances can be felicitously referred to when discussing the plan.

Let’s first the question of how conversational participants get from (6.51) to an update of plan, considered that utterances such as “We should use a boxcar to move the oranges” only introduce into the common ground portions of a plan only introduce into the common ground portions of a plan. My suggestion is that once (6.51) is obtained, the listener makes the further inferential step of applying a defeasible rule for speech act interpretation. These rules determine the preferred interpretation of the utterance in context, in the spirit of Perrault’s proposal; the relevant rule may be paraphrased as follows:

Modal to Proposal: A modal statement of the form “In view of the following facts about \( S \), we should do \( X \)” can be taken to express a proposal to add an action of type \( X \) to the planned course of action, if it’s consistent to do so.

I am suggesting, in other words, that when uttering (6.50a), the user is proposing to make the discourse situation one in which Plan* is a subkind of the kind of situation in which oranges are moved by means of a boxcar. As we shall see, this hypothesis not only accounts for the
fact that plans can be constructed incrementally, but also provides a way to deal with modal subordination.

The hypothesis about (6.50a) obtained by this rule is as follows:

\[
\begin{array}{c}
i \\
\text{now} \\
\hline
\hline
\hline
\end{array}
\]

The interpretation of the modal in (6.50b) proceeds as the interpretation of the modal in (6.50a).

6.6.4 Modal Subordination

The antecedent of the definite “the boxcar” in (6.50b) is the indefinite “a boxcar” introduced by (6.50a). This is an example of modal subordination [Karttunen, 1976; Roberts, 1987]. This phenomenon is illustrated by the contrast in (6.54): while anaphoric reference to discourse markers in the scope of modal operators is in general ruled out, it becomes possible if the anaphoric expression is in the scope of a modal operator as well.\(^{29}\)

(6.54) a. We need to find an engine. *It/The engine is powerful.
   b. We need to find an engine. It/The engine should be powerful.
   c. There is an engine at Avon. We should send it/the engine at Bath.

The approach to modal subordination pursued here derives from ideas in [Jackendoff, 1972], as elaborated by Roberts [1987] and in [Poesio and Zucchi, 1992]. Jackendoff observes what he calls coreference condition on modal dependence ([Jackendoff, 1972], p. 294):

Coreference Condition on Modal Dependence: If NP\(_1\) and NP\(_2\) are intended to be coreferential, they must be dependent on

\[\text{Coreference Condition on Modal Dependence: } \text{If NP}_1 \text{ and NP}_2 \text{ are intended to be coreferential, they must be dependent on}\]

According to Jackendoff, the intuitive motivation for the Coreference Condition is that modal verbs and modal auxiliaries introduce potentially unrealized states of affairs. He adds that “...coreferentiality by definition entails that (the NPs) have the same referents,...” and therefore “...the conditions under which two coreferential NPs can be identified must be the same.” (p. 287). Using the terminology adopted here, one could say that if an anaphoric expression is used in situation \(s\), the referent of that expression is presupposed to exist in a situation \(s'\) on which \(s\) depends. Because the real world is used as the basis for interpreting unrealized situations, coreference between an anaphoric expression in the scope of a modal operator and an antecedent whose existence in the real world is presupposed is allowed. The opposite, however, is not in general the case, because the abstract situation characterizing ‘the world’ does not depend on unrealized situations for its interpretation.

Roberts’s proposal in [Roberts, 1987; Roberts, 1989] can be seen as a way to implement Jackendoff’s proposal. Roberts argues for an approach to modal subordination based on accommodation, and proposes to implement accommodation by copying DRSs. She assumes that (6.50a) and (6.50b) have tripartite interpretations of the sort in (6.55a) and (6.55b). The appropriate interpretation of (6.50b) is obtained, according to Roberts, by copying the nuclear scope of (6.55a) in the restriction of (6.55b), in which the discourse markers \(x\) and \(y\) are accessible to the anaphoric expression \(v\). This achieves the result of what Jackendoff calls ‘making the anaphoric expression and its antecedent depend on the same type modal operators’.

(6.55) a. \(\text{should} \quad \text{BOXCAR}[x] \quad \text{ORANGES}[y] \quad \text{use } x \text{ to move } y \quad y = Z\)
   b. \(\text{should} \quad \text{ENGINE}[u] \quad \text{BOXCAR}[v] \quad \text{hook up } u \text{ to } v\)
   c. \(\text{BOXCAR}[x] \quad \text{ORANGES}[y] \quad \text{use } x \text{ to move } y \quad y = Z\)

The problem with Roberts’ proposal is that she doesn’t state the conditions under which accommodation is possible, nor how exactly it is done (i.e., what parts of a DRS are copied). In [Poesio and
Zucchi, 1992], we note that clearly the lack of an anaphoric antecedent is not sufficient to justify accommodation, or else it would always be possible to ‘subordinate’ an anaphoric expression and we wouldn’t have infelicitous cases such as (6.54a). We also note that the availability of telescoping, the phenomenon of anaphoric reference to quantifiers that as a case of ‘impossible’ anaphoric reference is in many respects similar to modal subordination, is greatly facilitated whenever it is possible to interpret both the sentence containing the anaphoric antecedent and the sentence containing the anaphor as steps of single course of action (in [Poesio and Zucchi, 1992] we used the term script). Thus, although the continuation of (6.56a) is pretty bad for most speakers, (6.56b), in which there is a clear sense of a ceremony being described, is good; and if we add to (6.56a) the information that is required to interpret each sentence as the description of a step in the course of action, as in (6.56c), the sentence becomes much more acceptable. This suggests that the current discourse topic (what is taken to be the current discourse topic, and how easy it is to relate a new sentence to it) affects the copying process discussed by Roberts.

(6.56) a. Every student came in. ??He sat near the table.
   b. Every student walked to the stage. He took his diploma, shook hands with the dean and left.
   c. The exam went on like this. Every student came in. He sat near the table, answered the professor’s questions, got his mark and left.

We can hypothesize that what happens in (6.50) is as follows. As the result of the final inference step described above, the result of (6.50a) is that a new situation kind, k_1, is added to the common ground (cfr. (6.52)). This situation kind is the discourse topic of (6.50a). When processing the next utterance, (6.50b), we again have to identify the modal base of a modal, i.e., we have again to find a situation kind with respect to which to interpret the modal statement in (6.50b).

The discourse topic of the previous utterance is a natural choice for such a modal base: we thus obtain the interpretation summarized in (6.57) (that I have made on purpose as close as possible to the representation used by Roberts by ignoring all details about subsituations, etc.):

\[
\begin{array}{c}
\text{should} \\
\left[ s^* \subseteq k_1 \right]
\end{array}
\]

\[
\begin{array}{c}
\text{ENGINE}(u) \\
\text{BOXCAR}(v) \\
hook up u to v
\end{array}
\]

since every situation that is an instance of the situation kind k_1 is such that the DRS in (6.58) is verified at that situation, we can equivalently rephrase (6.57) as in (6.60), which makes the antecedent accessible to the definite description.

\[
\begin{array}{c}
\text{BOXCAR}(z) \\
\text{ORANGES}(y) \\
use x to move y \\
y = Z
\end{array}
\]

\[
\begin{array}{c}
x \ y
\end{array}
\]

\[
\begin{array}{c}
k_1 = K \\
BOXCAR(z) \\
ORANGES(y) \\
use x to move y \\
y = Z
\end{array}
\]

\[
\begin{array}{c}
x \ y
\end{array}
\]

\[
\begin{array}{c}
\text{ENGINE}(u) \\
\text{BOXCAR}(v) \\
hook up u to v
\end{array}
\]

What I have just shown is that by reformulating the interpretation of modals proposed by Kratzer as one in which it is required that a parameter ranging over situation kinds be identified, as discussed in §5.9, we do not need to assume a ‘copying’ operation over DRSs to account for the form of accommodation proposed by Roberts; this form of accommodation can be reformulated as a case of anaphoric interpretation, just like van der Sandt’s ‘syntactic’ proposal about presupposition accomadation was reduced to parameter identification in §3.6.

6.6.5 Modal Interpretation and Scope Preferences

Let’s recapitulate the facts about the scoping preferences of modals discussed in §1.4. Modals tend to take wide scope with respect to indefinites, and narrow scope with respect to deﬁnites. This pattern is illustrated in (6.61a). The preference for the modal to take wide scope with respect to indefinites is not affected by the syntactic position of the deﬁnite, as shown in (6.61b).

(6.61) a. We should hook up an engine to the boxcar.
   b. An engine should get to Corning to pickup the boxcar.

I have analyzed in the previous section an example of interpretation that involves both modals and definite descriptions. In the current version of the theory, the scoping preferences of modals are explained as follows. When listening to a sentence like (6.61a), both the discourse interpretation rules for deﬁnites and those for modals apply. Because no indefinites in our dialogues are interpreted speciﬁcally, indefinites are only ever interpreted when argument selection applies, that is, after deﬁnite interpretation and modal interpretation take place. No ambiguity is generated by the interaction of deﬁnite interpretation and modal interpretation because the result of deﬁnite interpretation makes the choice of the referent for the deﬁnite independent from the rest of the situation description, and vice versa the choice of a modal base makes the interpretation of the modal independent from the interpretation of the deﬁnite.

This account depends on letting modal interpretation take precedence over the given/new identiﬁcation procedure. The pattern in (6.61b) is also explained by the fact that both the discourse interpretation rules for deﬁnites and those for modals take precedence over the weak defaults, so that given/new partitioning takes place after the interpretation of modals has occurred.
6.7 TENSE INTERPRETATION

As discussed in §5.6, the task of tense interpretation is to identify the course of action that includes the episode described by the utterance. Once this is done, the model construction rules for tense may apply. Further inferences lead then to the identification of the temporal relation that holds between the current episode and its orienting episode; I won’t discuss these inferences here.29

6.7.1 The Model Construction Rule for Tense

The model construction rule for tense (both PRES and PAST), MCR.TENSE, is a schema triggered by the occurrence inside a situation description of a maximal projection of type TP whose head is the semantic translation of tense discussed in §5.6, i.e., the function:

\[ \lambda \Phi. [e \mathbf{BEFORE} \mathbf{now}] \land [\mathbf{LAST-IN}(\langle e \rangle) \mathbf{ORIENTS} \langle e \rangle] \land [e \subseteq \hat{s}] \land [\hat{s} = \hat{\hat{s}}] \land e : \Phi \]

MCR.TENSE can be used whenever an anchor for the parameter \( \hat{s} \) has been identified. The schema adds to the situation description in which the trigger occurs a new discourse marker \( e \), adds three new conditions, and replaces the logical form that triggered the schema with a description of the event \( \tau \) that consists of a simplified logical form from which the semantic translation of tense has been eliminated.

29 A version of Dowty’s TDIP could be assumed, for example, formalized as shown in [Lascarides et al. 1992].

6.7.2 Identification of the Course of Action

As in Kameyama et al. [1993], I propose there are two kinds of interpretation rules that may assign an anchor to the situational parameter that represents the course of action of a tense operator. The first kind of rules assigns values on the basis of structural factors. The second rule generates hypotheses about the course of action on the basis of commonsense knowledge, compiled into lexical priming patterns. The structural rules are weak rules, that operate if no other rules have intervened, while the rules based on lexical priming are strong defaults and therefore take precedence over the structural rules in case of a conflict.

The rule schema MCR.TENSE-STRUCTURAL is triggered by the occurrence of a TP with a non-null head, and it is licensed by the occurrence of the same tense operator in the same syntactic position in the logical form of the previous utterance. It should be easy to see that this condition could be given an explicit formulation with the form of common ground assumed here; it would be a matter of requiring the occurrence of an utterance prior to the current one, whose propositional content includes an underspecified representation with a parallel structure. For reasons of space, however, I summarized all of these conditions into one, \( \text{POS}(\hat{s}) = \text{POS}(s) \),
where \( \text{POS} \) is a function that specifies the surface structure position of an operator, and returns the path from the root of the logical form to the position of the operator, defined as the list of heads of \( \text{TPs} \) and \( \text{CPs} \) from the root of the logical form to the semantic operator, included. The position of the parameter \( \delta \) matches with the position of another situational term \( s \) if they occupy the same structural position in a logical form and if all the heads of temporally relevant maximal projections (such as \( \text{TP} \) and \( \text{CP} \)) along the path also match. The position can, of course, be computed by means of structures similar to Hwang and Schubert's tense trees.

\[
\text{MCR.TENSE-STRUCTURAL}
\]

<table>
<thead>
<tr>
<th>Triggering configuration ( \gamma ):</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ \text{X} \rightarrow \text{TP} \rightarrow \text{T} ]</td>
</tr>
<tr>
<td>[ \text{V} \rightarrow \text{Q} \rightarrow \text{XP} ]</td>
</tr>
<tr>
<td>Constraints:</td>
</tr>
<tr>
<td>[ \text{POS}(\delta) = \text{POS}(s) ]</td>
</tr>
<tr>
<td>[ \neg \text{ANCHORED}(\delta) ]</td>
</tr>
<tr>
<td>Introduce into Con( \delta ):</td>
</tr>
<tr>
<td>[ \delta = s ]</td>
</tr>
</tbody>
</table>

I also assume that a second rule schema exists, \( \text{MCR.TENSE-LPRIM} \), with the same trigger as \( \text{MCR.TENSE-STRUCTURAL} \), but activated whenever the semantic translation of the head of the \( \text{VP} \) is lexically primed by some element of another clause. The rule also results in adding to the common ground an anchor for the parameter \( \delta \) that occurs in the interpretation of tense.

\[
\text{MCR.TENSE-LPRIM}
\]

<table>
<thead>
<tr>
<th>Triggering configuration ( \gamma ):</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ \text{X} \rightarrow \text{TP} \rightarrow \text{T} ]</td>
</tr>
<tr>
<td>[ \text{V} \rightarrow \text{Q} \rightarrow \text{XP} ]</td>
</tr>
<tr>
<td>Constraints:</td>
</tr>
<tr>
<td>[ \text{LPRIME}(Q, Q) ]</td>
</tr>
<tr>
<td>[ \text{ANCHORED}(\delta) ]</td>
</tr>
<tr>
<td>Introduce into Con( \delta ):</td>
</tr>
<tr>
<td>[ { \delta = s } ]</td>
</tr>
</tbody>
</table>

### 6.7.3 Tense Interpretation and Scope Disambiguation

I will first of all note that the two readings of (6.62)—a reading in which each of the members of a set of individuals perform an action, and a reading in which there is a single event characterized by the members of that set performing the action—are equivalent as long as the predicate is distributive and it can be assumed that the single actions were 'close enough' in time as to be considered a single action:

(6.62) Every participant to the manifestation was arrested.

Thus, the only ‘real’ cases of scope ambiguity are those in which it’s possible to distinguish between a reading in which a single event is described, possibly involving all members of a set performing a distinct action, but all at approximately the same time; and a reading in which the members of the set performed the described actions in clearly distinct circumstances. An example of truly ambiguous sentence, as far as the interaction of tense with other quantifiers is concerned, is shown in (6.63). This sentence has two possible interpretations: one in which all living presidents of the US, at different times (perhaps during their mandate), shook hands with Arafat; and one in which a single event is described, such as the signature of the peace accord between Israel and the PLO that took place at the White House on Monday, September 13th, 1993.

(6.63) Every living president of the US shook hands with Arafat.
When we look at the interaction of the model of tense interpretation just presented with the rest of the discourse interpretation processes discussed in this chapter, the prediction is that tense operator should 'take wide scope' over other operators whenever the choice of a course of action is motivated by world knowledge and the interpretation of other operators depends on weak defaults; viceversa, when an operator in the sentence is interpreted with reference to the context, while tense isn’t, the operator should take wide scope with respect to scope. When neither tense nor the other operators can be interpreted as referring to information in the common ground, the choice among interpretations is left to world knowledge, or else the sentence is perceived as ambiguous.

Because of the high contextual salience of some recent events, the course of action including the event described by (6.63) is clear, and therefore my preferred interpretation of that sentence is the one in which tense takes wide scope, that is, a single event is described. In (6.64a), instead, reference is made to a contextually salient set, the set of presidents of the US, but no event is particularly salient, and therefore the universal quantifier takes wide scope. In (6.64b), no contextually relevant set is available, therefore the sentence is perceived as ambiguous.

(6.64) a. Every (living) president of the US was born in a small town.
   b. Every student was born in a small town.

Encê, discussing the interaction between the scope of tense and the interpretation of nominals in her thesis [Encê, 1981] observes examples like those in (6.65). Here, the choice of an interpretation seems clearly determined by world knowledge: in (6.65a), the implausibility of a situation in which all rich men are simultaneously obnoxious children; in (6.65b), conventions about dating that prescribe that one cannot date different people at the same time.

(6.65) a. All rich men were obnoxious children.
   b. Tom dated every Miss America.

In both cases, according to the theory of discourse interpretation discussed here, two interpretations are generated by weak default rules, and the most plausible interpretation is chosen.

Another prediction of the theory of tense interpretation discussed here is that tense should take narrow scope with respect to definite descriptions, at least when these are interpreted anaphorically or with reference to the visual situation. The prediction seems to be correct:

(6.66) a. The boxcar left for Corning.
   b. We sent the boxcar to Corning.

The one case in which tense seems to take wide scope over definite descriptions is when the latter are interpreted generically. Consider the contrast between (6.67a) and (6.67b):

(6.67) a. The pope visited Poland.
   b. The pope ruled over large parts of Central Italy.

---

6.8 OTHER QUANTIFIERS

There aren’t enough instances of quantifiers in the TRAINS dialogues to develop a theory of the interpretation of quantifiers in that context; I will not propose other rules of interpretation beyond those discussed in §6.2 and §6.3, such as MCR.PRESUPP.AGENT or SUBJECT.GIVEN.

The model construction rule for universal quantifiers is very similar to that proposed in [Kamp and Reyle, 1993].

6.9 INDEFINITES

The only interpretation processes that apply to indefinites in our dialogues are those specified by rules such as SUBJECT.GIVEN, MCR.INDEF.AGENT, and MCR.INDEF.THEME. In this section I briefly discuss the model construction rule for the presuppositional reading of indefinites and the scope effects observed in our dialogues.

6.9.1 Model Construction Rules

There are no model construction rules for the non-presuppositional reading of indefinites; the contribution of these NPs to the common ground is computed by rules such as MCR.INDEF.AGENT seen in §6.3.
6.9.2 Specificity and the Scope of Indefinites

Why do indefinites always tend to take narrow scope with respect to modals and other operators in the TRAINS dialogues? I have proposed in Chapter 5 that indefinites take wide scope only when they are interpreted specifically, in the sense of Encë [1991].

Encë, and before her Jackendoff [Jackendoff, 1972] and Groenendijk and Stokhof [Groenendijk and Stokhof, 1980], all assume that specificity is a pragmatic phenomenon. These authors all argue against the idea that specificity is a matter of wide scope with respect to another operator (as proposed, for example, by Fodor [1970]). The evidence includes the fact that the specific/non-specific ambiguity can also be had when no other operators are present. For example, Groenendijk and Stokhof discuss the following example:

(6.69) A picture is missing from the museum.

This sentence has two distinct readings: it may be uttered to indicate that a specific picture is missing, but it may also be used in a situation in which, say, the alarm just rang, indicating that a picture has been taken away (without the speaker knowing which particular picture). This, according to Groenendijk and Stokhof, indicates that specificity is a notion distinct from scope.

I propose that the fact that indefinites in our dialogues never ‘take wide scope’ with respect to modals is a consequence of the fact that in our dialogues the identity of the objects referred to with indefinites—boxcars, engines, etc.—hardly ever matters, and therefore it is not plausible for the listener to assume that the speaker meant a specific boxcar, or a specific engine.

### 6.10 Adverbials

Adverbials are interesting because of the way their scope gets assigned. The Cooper storage rules in §3.2 make the semantic scope of predicate modifiers in adjunct position strictly dependent on their s-structure position. The semantic of translation of adverbials does not involve any context-dependent elements. Therefore, the model construction rules (below) do not depend on preferences, but only on tense having been interpreted.

However, when more than one eventuality is introduced in a sentence (as it is the case, for example, in sentences with modal auxiliaries) ambiguities are possible. Here is an example found in the TRAINS conversations:

(6.69) We must move an engine to Corning to pickup the boxcar.

This sentence has two interpretations. In one reading, “picking up the boxcar” is within the scope of the necessity operator; this reading can be paraphrased as follows: “it is necessary for us to pickup the boxcar, and to do so by moving an engine to Corning.” This is the reading predicted by the semantic translation rules for adverbials attached to VPs. Another reading is also available, however: in this reading, “picking up the boxcar” is outside the scope of the modal. This reading can be paraphrased as follows: “For the purpose of picking up the boxcar, it is necessary for us to move an engine to Corning.”

The second reading is available, I propose, because, as discussed in §5.7, adverbials may occupy either a verb-phrasal or a sentential position. The reading in which the adverbial takes narrow scope with respect to the modal is the translation of the s-structure in which the adverbial modifies the VP. The other reading is the translation of the s-structure in which the adverbial modifies the TP. In other words, I propose that (6.69) has to semantically distinct readings because it may be related to two distinct s-structures.

### 6.10.1 Model Construction Rules for Adverbials

There are two model construction rules for adverbials in VP position. The first of these is called MCR.ADVE.VP. It depends on tense having been interpreted, and applies whenever the adverbial specify a property of the eventuality (in Hwang and Schubert’s terminology, whenever the adverbial is event-type). The rule adds to the current situation description the property of the eventuality it, and rewrites the trigger by eliminating the adverbial.
The second rule, MCR.ADVA.VP, eliminates the adverbial by replacing the verb translation with a new function resulting from applying the adverbial’s translation to the predicate:

The rules for interpreting sentence-level adverbs are similar.
7 Implementation: The Scope and Deindexing Module of TRAINS-93

The ideas about scope disambiguation and its relation with discourse interpretation proposed in this dissertation have been implemented in a system called SAD-93. SAD-93 is a (surface) discourse interpretation system: given the result of syntactic interpretation and lexical disambiguation as its input, it generates a set of alternative hypotheses about the intended interpretation of a natural language utterance in a given context, for use by the Dialogue Manager component of a discourse understanding system. In doing this SAD-93 performs, in addition to scope interpretation, interpretive processes such as reference resolution and tense interpretation; the decision of integrating scope interpretation with other aspects of pragmatic interpretation reflects the thesis defended throughout this dissertation that the scope assigned to operators is the result of the interaction of various discourse interpretation processes.

7.1 A GENERAL OVERVIEW OF SAD-93

SAD-93 is currently used as a module of the TRAINS-93 discourse understanding system. The TRAINS systems are intelligent planning assistants, whose domain is transportation planning.

7.1.1 The Role of SAD-93 within TRAINS-93

The task of TRAINS-93 is to assist its user in formulating a plan. The task of formulating the plan is mostly left to the user; the main task of TRAINS-93 is to keep a record of the current status of the plan and try to incorporate into the plan the user’s proposals. The system reports whenever an inconsistency is found and answers the user’s questions. The system also has the task of verifying that the plan actually achieves the desired goal.

The architecture of TRAINS-93 is schematically illustrated in Fig. 7.1. The input to TRAINS-93 is first processed by the parser, a module that performs lexical disambiguation and syntactic analysis, and produces an Indexical and Unscoped Logical Form (IULF), an underspecified interpretation that includes information about the lexical semantics of the words and the structure of the sentence, but no information about reference and about the scope of the operators. This representation has the form of a phrase structure tree, with the nodes labeled with the
name of the rule used; the grammar used by the parser is GPSG-like [Gazdar et al., 1985; Schubert and Pelletier, 1982], and each syntactic rule is paired with a semantic rule. (The lexicon is represented in form of lexical rules, also consisting of a (syntactic rule, semantic rule) pair.) The parser of TRAINS-93 is chart-based.

The IULF output by the parser is input to the Pragmatic Interpretation Module. This includes two modules working in tandem: SAD-93 and the Speech Act Interpretation Module [Heeman, 1993]. The first step of the pragmatic interpretation module is to convert the IULF into a fairly close representation that I call here the Revised Indexical and Unscoped Logical Form (RIULF). The RIULF provides essentially the same information contained in the IULF, but the kind of phrase structure description used in the RIULF is slightly different from the one used in the IULF and the language used to describe the semantics of lexical items is also slightly different from the one used in the IULF—the language assumed in the RIULF is a conventional typed language, while the notation used in IULF follows the notation introduced in [Schubert and Pelletier, 1982].

The input to SAD-93 is a revised indexical and unscoped logical form; its output is a preliminary set of alternative hypotheses about the conversational event(s) that just occurred. The Speech Act Interpretation Module also uses the RIULF as input, and classifies the conversational events according to the classification proposed in [Traum and Hinkelmann, 1992]. The outputs of SAD-93 and of speech act interpretation are then merged, obtaining a set of alternative hypotheses about both the propositional content and the intended speech act. This set is passed to the Dialogue Manager [Traum, 1993], whose task is twofold: to choose one hypothesis with the help of the Plan Recognition module [Ferguson, 1992], and to act upon the result of the interpretation. (The action may be to start a clarification sub-dialogue, in case more than one interpretation is possible; or a repair sub-dialogue, in case the utterance is interpreted as inconsistent.) Once the plan is complete, its execution is simulated by a real world simulator.

7.1.2 SAD-93: Input and Output

Both input and output to SAD are in the form of Lisp expressions that, for obvious reasons, have been called SAD-expressions. The syntax of SAD-expressions is given in §7.2. The input SAD-expression is a representation of the Revised Indexical and Unscoped Logical Form (see previous section), that can be described as a parse tree in Lisp notation, whose leaves are replaced by lexical items. The input to SAD-93 on utterance (7.1), for example, is shown in (7.2). The SAD-expression in (7.2) is the representation of the RIULF shown in (7.3).§

§The parser also produces a second output, an expression resulting from the application of the semantic rules. At the moment, this output is unused.

§SAD-93 is meant to be an independent module, therefore its input and output representations are based on widely accepted theories of phrase structure and lexical semantics. The theory of phrase structure adopted for the RIULF (described more in detail in §3.3) is based on the theory of phrase structure developed in Government and Binding theory [Chomsky, 1981; Chomsky, 1986b; Haegeman, 1991].

§There are minor differences between some of the analyses presented in this chapter and those discussed in Chapter 5, as in this chapter I present the system how currently implemented, and the implementation preceded by more than a year the final version of the dissertation. The major differences are: (i) the assumption that modal auxiliaries occupy their own projection, MP; (ii) tense is here treated as function from properties to predicates; and (iii) indefinite NPs are translates as existential quantifiers, although the existential quantification disappears by the time the model construction rules apply.
The output of SAD-93 is a set of hypotheses about the intentions expressed by the user in uttering the sentence; each hypothesis is also represented as a SAD-expression. The output on utterance (7.1) is shown in (7.4).

7.1.3 The Architecture of SAD-93

The architecture of SAD-93 is summarized in Fig. 7.2. SAD-93 processes its input in two phases. First, Conversational Event Generation Rules are applied to the RIULF, yielding a preliminary description of the Conversational Event(s) associated with the sentence. Only the mood operators (:DECL, :QUES, :IMPER) are processed in this stage. The application of the CEGR rules is a matter of straightforward pattern-matching.

Next, the phase of hypothesis propagation and generation takes place. Hypothesis generation is implemented as a forward propagation process: the higher-priority hypothesis is selected;
then a new sub-context of the current context is created in which the content of this hypothesis
is assumed; finally, all applicable rules are applied to generate new hypotheses, that are put on
the agenda. This phase is started by taking the result of the Conversational Event Generation
Rules as the initial hypothesis. The rules used to generate new hypotheses encode the discourse
interpretation and DRS rewriting axioms described in Chapter 6. Hypothesis generation is
described in §7.3.1; in §7.3.2 I discuss the form of rules used in SAD-93 and how they are
applied.

The precedence relations between defaults are implemented by dividing the rules used to
generate new hypothesis sets in databases according to their priority. During the hypothesis
propagation phase, the system applies first the rules in the highest priority database, that encode
the higher priority discourse interpretation processes such as definite description interpretation.
Then the system applies the rules in the rule database that contains the rules with second highest
priority, as well as all the rules in the first database. These rules encode weaker defaults, such as
those based on the thematic hierarchy. The rules in the databases at higher priority may prevent
the rules in the lower priority databases from applying by rewriting the logical form.

The hypothesis processing method implemented in SAD-93 incorporates steps to eliminate
duplicate hypotheses; thus, the presence of alternative hypotheses at the end of the hypothesis
generation phase means that, as far as SAD-93 is concerned, the input was truly ambiguous in
the given context. The task of dealing with the ambiguity is left to the dialogue manager
and the plan recognition module; if one of the hypotheses is more plausible, that one is chosen;
otherwise, a repair sequence may be initiated.

7.1.4 The Dialogues Handled by the System

The phenomena that TRAINS-93 is designed to handle are illustrated by the two dialogues
in Fig. 7.3 and Fig. 7.4.

Each of these dialogues is the edited transcription of a spoken conversation between two
humans playing one the role of system, the other the role of user. The experimental setting is
as follows. The two humans are in the same room, separated by a division, and they speak via

\footnote{A different setting, later abandoned, was used to collect the dialog in Fig. 7.3.}
1 USER: we better ship a boxcar of oranges to Bath by 8 AM.
2 SYS: okay.
3-3 USER: so we need to get a boxcar to Corning where there are oranges.
3-7 USER: there are oranges at Corning.
4 SYS: right.
5-1 USER: so we need an engine to move the boxcar.
5-2 USER: right?
6 SYS: right.
7-1=2 USER: so there’s an engine at Avon.
7-3 USER: right?
8 SYS: right.
9=13 USER: so we should move the engine at Avon, engine E1, to Dansville to pick up the boxcar there.
14 SYS: okay.
15-2=4 USER: and move it from Dansville to Corning.
15-5=7 load up some oranges into the boxcar.
15-8=10 USER: and then move it on to Bath.
16 SYS: okay.
17 USER: how does that sound?
18-3 SYS: That’s no problem.
19 USER: good.

Figure 7.4: The dialog processed by TRAINS-93.

Figure 7.5: The map used by the participants in the conversation.

7.2 THE SYNTAX OF SAD-EXPRESSIONS

The BNF definition of the syntax of SAD-expressions is shown in Fig. 7.6 to 7.8. SAD-expressions are Lisp lists, whose CAR indicates the type of expression. (All atoms are keywords.) The main kinds of SAD-expressions are:

1. SAD-expressions representing constituents of syntactic trees (maximal projections and adjunction structures): e.g.,
   
   (:vp (:head (:sem :move)) (:comp (:np (:sem :Eng-1))))

   These SAD-expressions may be used as conditions in DRSs.

2. SAD-expressions representing DRSs: these are lists whose first element is the keyword :drs, followed by a list of markers, followed by zero or more conditions, as in:
   
   (:drs (:x .... :y) (:i :x :P) (:i :y :Q))

3. SAD-Expressions representing situation descriptions and event descriptions. These are of the form (:sit-descr :s (:drs .... )) and (:ev-descr :e (:drs .... )), respectively.

4. SAD-Expressions representing Episodic Logic expressions. These SAD-expressions are used to represent the lexical semantics of words; infixed expressions may also be used as conditions of DRSs.
(sad-expression) → (s-structure) | (sit-descr)

(s-structure) → (maximal projection) | (adjointing structure)

(maximal projection) → (maximal projection type)
  (spec (subtree))
  (head (subtree))
  (comp (subtree))

(maximal projection type) → :cp | :tp | :np | :vp | :pp

(subtree) → (s-structure) | (lexical semantics expression)

(lexical semantics expression) → (sem (SEL expression))

(adjointing structure) →
  (adjointing structure type)
    (adjunct (subtree))
    (adjoinee (subtree))

(adjointing structure type) → :np-adjunct | :vp-adjunct | :vc-adjunct | :vp-adve

Figure 7.6: BNF Definition of the Syntax of SAD-expressions (1)

(sit-descr) → (sit-descr (symbol) (DRS))

(ev-descr) → (ev-descr (symbol) (DRS))

(DRS) → (drs (markers) (condition)*)

(markers) → NIL | ((symbol) (markers))

(condition) → (s-structure) | (complex condition) | (sit-descr) | (ev-descr) | (logical expression) | (infix expression) | (marker specification)

(complex condition) → (cedrs (DRS) (operator) (DRS))

(marker specification) → (dm (symbol))

(SEL expression) → (i (term) | (quantified expression) | (modal expression) | (logical expression)

(infix expression) → (i (term) (infix operator) (term)*)

(quantified expression) → (q (quantifier) (SEL expression))

(modal expression) → (m (symbol) (lambda expression)

(lambda expression))

Figure 7.7: BNF Definition of the Syntax of SAD-expressions (2)
(logical expression) \rightarrow (\text{:=} \text{term} \text{ term}) | \\
(\text{anchor} \text{ parameter} \text{ term}) \\

(infix operator) \rightarrow (\text{predicate}) | \text{and} | \text{or} | \text{*:} | \text{*:} | \text{:R} | \text{:subsit} \\

(term) \rightarrow (\text{Lisp} \text{ keyword}) | (\text{kind}) | (\text{indexical}) | (\text{parameter}) | \text{*:} \\

(predicate) \rightarrow (\text{Lisp} \text{ keyword}) | (\text{functional} \text{ expression}) | \\
(\text{plur} \text{ symbol}) | (\text{lambda} \text{ expression}) \\

(functional expression) \rightarrow (\text{cf} \text{ predicate} \text{ term}) \\

(lambda expression) \rightarrow (\text{lambda} \text{ symbol} \text{ SEL} \text{ expression}) \\

(quantifier) \rightarrow (\text{top} \text{ determiner} \text{ symbol} \text{ SEL} \text{ expression}) \\

(kind) \rightarrow (\text{ck} \text{ predicate}) \\

(indexical) \rightarrow (\text{indexical} \text{ symbol}) \\

(parameter) \rightarrow (\text{par} \text{ symbol} \text{ parameter type}) \\

(parameter type) \rightarrow \text{we} | \text{it} | \text{the} | \text{I} | \text{sit} | \text{shared-sit} | \text{conv-thread} \\

(determiner) \rightarrow \text{te} | \text{the} | \text{every} 

Figure 7.8: BNF Definition of the Syntax of SAD-expressions (3) 

Figure 7.9: Generation of new hypothesis trees.

7.3 DETAILS ABOUT THE IMPLEMENTATION

7.3.1 Hypothesis Generation

SAD-93 generates hypotheses about the intended interpretation of an utterance by forward propagation. This process is realized as a straightforward breadth-first search implemented with a queue. Whenever the queue is not empty, the next hypothesis tree is extracted. (The hypothesis tree is the data structure used to represent an hypothesis. An hypothesis, in general, does not consist of a single fact, but of a collection of them; the hypothesis tree stores pointers to all the facts that are part of an hypothesis.)

Once an hypothesis tree has been selected, a context switch takes place, to a new context in which that hypothesis is assumed: the context inherits all the facts in the current context and, in addition, includes the facts in the selected hypothesis tree. (The use of contexts is discussed in §7.3.3.) All the facts in the selected hypothesis tree are then considered, to see if any of them triggers a rule among those in the current rule database. Whenever a rule is activated, the operations specified by that rule are performed, resulting in the creation of a new hypothesis tree, as shown in Fig. 7.9: rule application and rule definition are discussed in §7.3.2. Once all of the facts in the hypothesis tree have been considered, the hypothesis tree is put in the closed queue.

Each rule is included in one of several databases (currently, five) organized by priority. The rules that are always active (e.g., the model construction rules) go in the database with priority 0. The rules with immediately lower priority go in the database of priority 1, which also inherits all the rules in the database of priority 0; and so forth. Hypothesis generation begins by first applying only the rules in the database of priority 1 are processed; this database contains most of the discourse interpretation rules, as well as all the rules in the database at priority 0. When
no more rules in this database can apply, the resulting hypothesis trees are obtained from the closed queue; these are the hypothesis trees from which no further hypothesis tree was obtained. The hypothesis trees that result from phase 1 are put back in the queue, the database containing the rules with priority 2, 1 and 0 becomes active, and the hypothesis propagation process is started again. At the end of this second phase, all the resulting hypothesis trees are enqueued again and the database with priority 3 becomes active, which contains all rules at level 0, 1 and 2.

The hypothesis propagation algorithm does not use an evaluation function to order the hypothesis trees; the hypothesis trees are enqueued in a first-come, first-serve fashion. The system does include a pruning mechanism, however, to eliminate those branches of the search tree that could only lead to duplicate hypotheses. This is quite crucial, because a lot of duplicate hypothesis trees may be generated by, e.g., applying in different permutations two rules that do not affect each other’s outcome (such as two rules anchoring two distinct parameters).

In order to recognize duplicate hypothesis trees, the hypothesis tree data structure has a rule history field that records the ‘path’ from the initial hypothesis tree to this hypothesis tree: the rules have been applied together with the patterns that triggered them. A hash table is also used, indexed by \((\text{rule}, \text{pattern})\) pairs; the value of the hash table at one of the elements in the rule history of \(H\), that is, if there is another hypothesis tree obtained from the initial hypothesis by the same rules that resulted in the generation of \(H\), although perhaps in a different order. An example of this kind of check is shown in Fig. 7.10: if \(HT\) \(k\) has been obtained by applying RULE 2 to the same pattern which resulted in \(HT\) \(l\), \(HT\) \(k\) will be pruned, because the subtree rooted at \(HT\) \(k\) would not contain any hypotheses not included in the subtree rooted at \(HT\) \(j\).

The main algorithms used in hypothesis propagation are shown in Algol-like format in Fig. 7.11.

7.3.2 Rules

The rules used in SAD-93 are of a very simple sort. A rule specification consists of three parts:

- a trigger to be matched,
- a set of constraints to be verified,
- a set of events that must occur whenever the trigger matches and the constraints are verified.

The rule processing method in SAD-93 is also largely based on what is done in standard forward propagation algorithms. There are, however, additional complexities both in the rule specification language and in the rule processing method that derive from the fact that these rules are meant to implement the DRS construction algorithm.

First of all, we need both rules whose trigger has to unify with a complete fact and rules that are activated whenever their trigger unifies with an expression occurring anywhere in the SAD-expression representing the fact. (From now on, I’ll use the term fact expression for this kind of expressions.) Rules of the first kind are used to encode logical axioms and/or the sort of axioms that encode commonsense reasoning; most of the rules formalizing DRS rewriting are, however, of the second kind. For example, the DRS construction rule for universal NPs (discussed later in this section) is triggered by the occurrence anywhere in the RIULF of a universal NP of the form in (7.5). In fact, at the current stage of development of SAD-93, there are many more rules of the second than of the first type.

\[
(:\text{np} (\text{:sem \ A \ P \ \forall x \ [\text{A} \models Q(x)] \ P(x}))
\]
Furthermore, the trigger matching algorithm must be relatively flexible. In particular, it must be capable of detecting partial matching. For example, a trigger representing a syntactic subtree of the form \((:\text{xp} (:\text{head} \ ?\text{EXP}))\) must match a SAD-expression of the form \((:\text{xp} (:\text{spec} <\text{EXP}>1) (:\text{head} <\text{EXP}>2))\); most importantly, a trigger representing a DRS, such as \((:\text{drs} (?x) (:\text{i} \ ?x :P))\), must match a SAD-expression including additional markers and/or conditions, such as \((:\text{drs} (\:\text{x} :y) (:\text{i} :x :P) (:\text{i} :y :Q))\).

In general, what is required is for a rule to become active on a fact expression whenever its trigger subsumes the fact expression, or one of its subexpressions. Subsumption between SAD-expressions is defined as follows:

**Definition 7.1** The SAD-expression \(se\) subsumes the SAD-expression \(se'\) if either (i) \(se\) is a pattern variable, or (ii) if they are expressions of the same type (i.e., both infix expressions, both DRS, etc.) and, furthermore:

1. If both expressions are Lisp keywords, they are identical; else,

2. If both expressions are either terms, predicates, SEL-expressions, marker specifications, lexical semantics expressions, or situation or event descriptions, they have the same number of elements, and each element of \(se\) subsumes the corresponding elements of \(se'\); else,

3. If both expressions are DRSs, each marker in \(se\) subsumes a marker in \(se'\), and each condition in \(se\) subsumes a condition in \(se'\); else,

4. If both expressions are s-structures, each existing constituent of \(se\) subsumes the corresponding constituent in \(se'\) (e.g., the head of \(se\) subsumes the head of \(se'\), etc.).

In SAD-93, a fact triggers a rule if the trigger of the rule subsumes the fact in the sense just specified; and the rule definition language is such that the default behavior of the system is to recursively attempt matching a rule's trigger with each subexpression of a fact expression; the pattern has to be explicitly marked in order to prevent the recursion, as discussed below.

Additional complications are involved in specifying what a rule can/must do once it becomes active. In a traditional rule-based system, there are two basic operations a rule can perform: to add new facts, and to delete existing facts. In SAD-93 deletion is not really needed, at least for the moment; but we do need the capability to rewrite the current fact; this is what most of the DRS construction rules do. In addition, the SAD-expression to be rewritten is often embedded in the fact expression; typically, but not always, the SAD-expression to be rewritten is the one matched by the trigger (see however below). Therefore, the semantics of the rewrite operation has been defined so that by default, the expression that gets rewritten is the expression subsumed...
(7.6) \( \text{rule def} \rightarrow \)
\[ \text{Defrule} \ (\text{name}) \\
\text{:trigger} \ (\text{pattern}) \\
\{\text{constraints} \ (\text{constraint})*\} \\
\{\text{events} \ (\text{event}+)\} \]

The trigger of a rule is a single pattern. The syntax of patterns is the same as the syntax of SAD-expressions defined in §7.2, except that (i) in a pattern, variables may be used in place of any single component of a sad-expression, and (ii) a pattern may be of the form \( / <\text{pattern}> \). A variable is a symbol prefixed by a question mark, such as \(?x\) or \(?y\). \( / \) stands for ‘Root DRS,’ and may only appear in a pattern as the first element of the top list.7

If the trigger of a rule is of the form \( / <\text{pattern}> \), the trigger matches a SAD-expression if its second element subsumes the SAD-expression. Otherwise, the trigger matches a fact-expression if it subsumes any subexpression in the fact.

A rule \( r \) is activated on a fact \( f \) if its trigger matches \( f \), and, in addition, its set of constraints is verified. The syntax for specifying the constraints of a rule is shown in (7.7).

(7.7) \( \text{constraint} \rightarrow \ (\text{pattern}) \] \\
\( / (\text{pattern}) | \\
\text{:lisp} \ (\text{lisp-function} \ (\text{arg})+ \ (\text{result}))) | \\
\text{:global} \ (\text{pattern}) \]

A constraint is either a pattern, possibly including variables, or a call to a Lisp function. The set of constraints is used as a query to the facts database (see §7.3.3); all possible ways of satisfying the conjunction of constraints in the current context are found. The set of constraints is verified if there is at least one substitution of values for the variables in the pattern that results in a goal that can be proved. Each distinct substitution results in a distinct rule application, hence a distinct hypothesis tree being created. If a constraint is of the form \( / <\text{pattern}> \), the goal is proved in the root DRS. The form \( (\text{global} <\text{pattern}) \) is used to evaluate some special forms (including \( = \), \( :\text{anchor} \) and \( :\text{anchored} \)) in the outermost database. As explained in §7.3.3, the backward reasoner that processes the queries to the facts database deals with an expression of the form

\( (\text{lisp} \ (\text{function-name} <\text{args}> <\text{result}>)) \)

by replacing the variable bindings in \( <\text{args}> \), invoking on the arguments the lisp function \( \text{<function name>} \), and unifying the result with \( <\text{result}> \).

The syntax for specifying the events to occur when a rule is activated is given in (7.8).

(7.8) \( \text{event} \rightarrow \ (\text{lisp} \ (\text{lisp-function} \ (\text{arg})+ \ (\text{result}))) | \\
\text{:add} \ (\text{pattern}) | \\
\text{:rewrite} \ (\text{pattern}) | \\
\text{:rewrite-when} \ (\text{pattern} \ (\text{pattern})) \)

More formally, the syntax of rule definition is as follows:

\[
\begin{align*}
&\text{defrule MCR-PRES} \\
&\begin{cases}
&\text{:trigger} \ (\text{:tp}) \\
&\text{:head} \\
&\text{:constraint} ; \text{lexical semantics for tense} \\
&\text{:events}
\end{cases}
\end{align*}
\]

Figure 7.12: The model construction rule for present tense.
rules whose trigger subsumes the current subexpression, tries to verify their constraints, and eventually executes the operations.

One must also be careful in computing DRS subsumption; in general, determining whether a DRS $K_f$ subsumes a DRS $K_r$ requires proving, for each condition in $K_f$, whether that condition is included in $K_r$, which as complex as proving a goal in a database. A direct implementation of DRS subsumption along these lines proved too slow. Looking at the rule triggers, however, one can see that none of them involves more than one condition per DRS. This observation suggested the following implementation. All facts are normalized before being added to an hypothesis tree. Normalization involves (1) splitting each DRS so that no more than one condition occurs in each form of type (:drs ...), (2) representing the membership of a discourse marker in a DRS by adding to the DRS a condition of the form (:dm X) instead of adding the discourse marker in the list in second position of a DRS form. Normalization of a DRS produces a set of normalized DRSs, as shown in example (7.9). Subsumption among normalized DRSs can be computed by simple unification. Of course, DRS normalization generates a large number of facts to be considered by the rule application algorithm.

The definition of the APPLY-RULE function, as well as the modified version of CLOSURE that takes care of visiting the fact form recursively, are presented in Fig. 7.14. MCR-EVERY is the interface with the rule databases is provided by the following two macros:

- (HYP::IN-RULE-DB <RULE-DB-NAME>) can be used to change the database to which rules are added;
- (HYP::DEFRULEDB <rulesdb> (:SUPER <rule-db>+)) can be used to define a rule database and the database it inherits rules from

7.3.3 The Fact Database

A simple database package has been developed, whose basic building blocks—unification and querying functions—derive from those in the Prolog interpreter in Lisp developed in [Norvig, 1992]. The unifier actually served as basis for all variable-binding operations in SAD-93. This package has been intentionally designed as a module separate from the rest of SAD-93, so that it could easily be replaced by a more sophisticated package.

The facts database is partitioned into contexts, hierarchically organized. Associated with each context are a list of ‘local’ axioms, together with a list of superior contexts from which facts are inherited. The fact database can be augmented by means of the function MCR::TELL, and can be queried by means of the function MCR::ASK. Both functions take a list of axioms

---

(defrule MCR-EVERY
  (trigger (:np
    (:sem :op :every ?x (:i ?res-sit :* (:i ?x ?Q))))
  )
  (:constraints (:global (:anchored ?res-sit)))
  (:events
    [:lisp (create-dm :s ?s1)]
    [:lisp (create-dm :s :s2)]
    [:rewrite ?x]
    ; Need to do TWO rewrites here -
    ; a 'local' one and a 'higher' one
    ; so put the thing in store.
    [:rewrite-when
      (:tp (:spec ?SUBJ) (:head ?HEAD) (:comp ?COMP))
      (:cdrs (:drs (:x :y) (:i :x :P) (:i :y :R :x)))]
  )

Figure 7.13: The model construction rule for universals.

As said above, each add event adds the SAD-expression resulting from replacing variables with their bindings either to the DRS which contains the triggering expression, or to the root DRS if the pattern is of the form (/ <expression>). A rewrite event rewrites the expression subsumed by the trigger. Rewrite-when events are used when more than one rewrite is needed. For example, the rule for universal quantification involves two rewrites. The NP that triggers the rule is rewritten and replaced in the logical form by a discourse marker; in addition, the first embedding TP must be replaced by a complex condition with operator :every that includes the TP in which the NP has been replaced by a discourse marker in its nuclear scope. The first pattern in the specification of the event gives the context in which the rewrite has to occur; the second pattern indicates the SAD-expression that results from the rewrite. The way in which the rule MCR-EVERY makes use of rewrite-when events to do this is shown in Fig. 7.13.

Trigger matching is the most common operation performed by the rule processing component of SAD-93; it is therefore essential that it be efficient. One way to implement the matching algorithm could be to visit the whole fact form recursively for each rule, attempting to determine for each subexpression of the fact form whether the trigger of the rule subsumes that subexpression. This strategy, however, involves duplicating lots of work. For this reason, the trigger matching algorithm actually visits the fact form only once; for each subexpression, it finds all
and optionally a context as their arguments. The macro \texttt{MDB:ASSUME} can be used to query the database in a context that includes an additional set of axioms.

The database package includes a simple form of equality reasoning, extensively used in SAD-93 for anchoring parameters. Equality assertions are made relative to contexts, and can be inherited just like all other assertions; for example, two terms $:X$ and $:Y$ can be asserted to be equal by calling \texttt{MDB:TELL} as follows:

\begin{verbatim}
(MDB:TELL '((= :X :Y)) <db>)
\end{verbatim}

The unification algorithm in Norvig’s book has been modified to work with the equality subsystem, so that a goal of the form \texttt{ (:i :X :P)} can be satisfied in a database in which the equality assertion above is stored together with the fact \texttt{ (:i :Y :P)}.

The querying function \texttt{MDB:ASK} has been modified so that calls to Lisp functions can occur in the list of goals. These calls can be used to bind variables to the result of a call to a Lisp function; for example,

\begin{verbatim}
(:LISP (SUBST 'C 'D '(A B D) ?RES))
\end{verbatim}

binds \texttt{?RES} to \texttt{(A B C)}.

### 7.3.4 Discourse Markers and Priming

SAD-93 maintains two hash tables: one, indexed by discourse marker, records the type of each situation marker and the situation that it describes; the other, indexed by situation identifiers, records the discourse markers that occur in each situation. These tables are used for reference resolution purposes and also to compute the lexical priming relations used for interpreting anaphoric definite descriptions and tense. At the moment, only NPs can be primed, and only by other NPs with the same type. For example, the NP “a boxcar” used in sentence 1 will prime the NP “the boxcar” used in sentence 2, but the NP “a house” does not, in the current version of the system, prime the NP “the door,” as in (7.10a); nor does the verb “eat” prime the NP “the food,” as in (7.10b).

(7.10) a. Harvey walked towards a house. THE DOOR was open.
    b. Kim ate out yesterday. THE FOOD was good.
8 Conclusions

The main idea presented in this dissertation is the proposal that the scope preferences observed in the literature are not the result of an independent ‘scope disambiguation’ process; instead, they are the result of independent interpretation procedures, none of which especially concerned with ‘scope disambiguation,’ all working off underspecified interpretations. I have provided a formal characterization of discourse interpretation in terms of parameter anchoring and identified a class of sentence constituents called operators whose interpretation is context-dependent and whose scope is not determined by s-structure. I have also discussed in some detail several interpretation procedures: definite description interpretation, the interpretation of modals, the identification of the given/new partition, argument selection, and tense interpretation. Along the way, I proposed a model of discourse interpretation called Conversation Representation Theory that builds upon Discourse Representation Theory but incorporates the major hypotheses about ambiguity and discourse interpretation that I proposed in the dissertation.

The primary motivation for this work has been the intuition, backed by all the psychological evidence I am aware of, that people have preferred interpretations for the kind of ‘scopally ambiguous’ sentences one finds in naturally occurring conversations (i.e., leaving aside artificially created examples, about which people may indeed have no intuitions). This is especially true, it seems, when the subjects are involved in a task such as planning orange shipments or answering questions. The second motivation was the observation, also resulting from the psycholinguistic literature, that none of the disambiguation factors proposed in the literature could explain all preferences, yet there was no clear proposal about which factors did play a role and how they interacted.

But even more compelling, I’d say, was the feeling that the existing proposals about assigning a scope to operators were all oblivious to the fact that scope is in fact a semantic notion, and were essentially based on operations of logical form manipulation, augmented with various heuristics. This lack of a good understanding of the process by which semantic scope is assigned was also reflected by the fact that most of the existing work on scope was concerned with making sure that all semantically available readings were generated.
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