WHAT PSYCHOLINGUISTICS TELLS US ABOUT THE SEMANTICS / PRAGMATICS INTERFACE: THE CASE OF PRONOUNS

Massimo Poesio, University of Essex

Abstract

Whereas most theories of the meaning of pronouns view them as having a single, underspecified lexical meaning, psychological evidence about pronoun resolution and lexical access suggests that the lexicon does not assign pronouns an initial interpretation; rather, their interpretation is specified by competing defaults operating incrementally. We propose an incremental theory of the semantics and pragmatics of pronoun interpretation based on this evidence, that assumes that interpretation involves competing defaults activated in parallel.

1 Introduction

Montague's lexical rules for pronouns stipulating that pronouns are infinitely ambiguous at the lexical level (Montague, 1973) are one of the aspects of his theories most clearly at variance with a cognitively plausible view of the mental lexicon. Thus, the current consensus view about pronouns differs from Montague's in that pronouns are assigned a preliminary underspecified interpretation, in the form of a free index / variable denoting a function from assignments to values, sometimes with additional presuppositional content specifying that the entity is female / male, and / or that the variable must denote 'the most salient individual matching the pronoun in gender' (see, e.g., Heim and Kratzer (1998); Roberts (2001); Groenendijk et al. (1996). Jacobson, as well (1999), assumes that pronouns have a single underspecified interpretation.

The psychological evidence about lexical access and pronominal interpretation, however, challenges this view, suggesting instead that lexical access for pronouns involves immediate access to all (contextually salient) interpretations. This might at first seem to indicate that Montague was right after all; but current theories of underspecification allow us to formulate an alternative explanation which does not rely on assuming an infinite number of interpretations at the lexical level. If we allow the semantic interpretation of certain utterances to be left empty by the lexicon, and instead to be supplied by contextual rules operating incrementally immediately after lexical access, we can hypothesize that what happens in the case of pronouns is that contextual resolution rules apply immediately after the lexicon has been accessed, and it is these rules that provide the interpretation of the pronoun. In this paper, we show how this hypothesis about the division of labor between semantics and pragmatics can be made more precise.

2 Psychological Evidence about Pronoun Interpretation

The fundamental experimental result about lexical access - reported by, e.g., Swinney (1979) and later confirmed by experiments by Seidenberg et al, Marslen-Wilson et al, and Tanenhaus, among others - is that all lexical entries of a homonym like bank are immediately retrieved. A crucial additional fact about lexical access was revealed by experiments by Frazier and Rayner (1990), showing that garden path diagnostics can be used to classify words in two classes. Words like pitcher or bank have multiple lexical entries, which are accessed in parallel and immediately
pruned, which causes garden path effects when subsequent context reveals that the preferred interpretation is not the right one). However, immediate garden-path effects are not observed with words like *newspaper*, suggesting that they have a single lexical entry assigning them an underspecified meaning covering all the possible interpretations. Frazier and Rayner thus proposed a 'weaker' form of the incrementality hypothesis, the Immediate Partial Interpretation Principle (IPIP), stating that while utterances have to be immediately interpreted, the initial interpretation may be underspecified and refined only later.

Experimental results on pronominal interpretation by, among others, Corbett and Chang (1983) and Gernsbacher (1989) show that lexical access for pronouns is more like lexical access for *pitcher* than lexical access for *newspaper*. In sentences like *Karen poured a drink for Emily and then she put the bottle down*, both *Karen* and *Emily* are activated after the pronoun is encountered (but not before it, or when the proper name *Karen* occurs in its place).

### 3 Accounting for the psychological results

As said above, one way of explaining these results is to argue that Montague was right after all, and pronouns are infinitely ambiguous at the lexical level; but there are obvious problems with this idea from a cognitive perspective. Fortunately, current theories of underspecification allow us to formulate the alternative explanation mentioned above.

This hypothesis about the division of labor between semantics and pragmatics can be made more precise using the theory of incremental semantic interpretation and underspecification developed in (Poesio, 1994, 1995; Poesio and Traum, 1997; Poesio and Muskens, 1997; Poesio, 2002). According to this theory, semantic processing is best viewed as a process during which ongoing utterances are incrementally assigned an interpretation, in part by the lexicon, in part by syntactic and contextual rules. As in sign-based theories, this interpretation is characterized in terms of functions specifying the syntactic and semantic classification of utterances, among which a function $\text{sem}(u)$ specifying an utterance’s meaning. We briefly introduce the theory in this section; the interested reader is referred to the papers just cited for details.

**The common ground as a record of the occurrence of utterances**  The theory we assume hypothesizes that the common ground includes a record of both the occurrence of utterances and their interpretation. This information is characterized using Compositional DRT (Muskens, 1995, 1994), modified as suggested in (Poesio and Muskens, 1997) to recover anaphoric accessibility. According to the theory, an utterance of the sentence *Kermit croaked* is incrementally interpreted as follows. First, the occurrence of an utterance of the word *Kermit* is recorded in the common ground: this amounts to updating the previous common ground $K$ with the information that an event $u_{pm}$ of uttering the word *Kermit* occurred, as follows:

\[
K' = K; [u_{pm}|[u_{pm}.\text{utter}(a,"Kermit")]]
\]

$K'$ is then further updated as a result of lexical access and incremental parsing. As in sign-based theories, lexical access assigns a syntactic and semantic classification to $u_{pm}$ in terms of the functions *cat* and *sem*; parsing hypothesizes that $u_{pm}$ is a constituent of larger utterances—such an NP $u_{top}$; the result of lexical access and parsing are the interpretations in (2) and (3), respectively.

---

1. If only one antecedent matches the pronoun, the other interpretation is immediately discarded; otherwise both competing interpretations remain active until the end of the sentence is reached.
2. We assume here for simplicity a purely bottom-up parsing.
(2) \( K'' = K' : \lambda (\text{sem}(\text{it}_{\text{np}}) \text{ is } \lambda P(x_{n} | x_{n} \text{ is } k); P(x_{n})) \), \text{cat}(\text{it}_{\text{np}}) \text{ is } \text{itn} \]

(3) \( K''' = K' : \lambda (\text{it}_{\text{np}} \text{cat}(\text{it}_{\text{np}}) \text{ is } \text{itnp}, \text{it}_{\text{np}} < \text{it}_{\text{np}}) \]

The rules for semantic composition specify how the meaning of utterances such as \( \text{it}_{\text{np}} \) is compositionally derived from the meaning of their constituents, resulting in the further update:

(4) \( K'''' = K'' : \lambda (\text{sem}(\text{it}_{\text{np}}) \text{ is } \lambda P(x_{p} | x_{p} = k); P(x_{p})) \]

The subsequent utterance of the word \textit{crook} results in further updates of the common ground, such as hypothesizing the occurrence of an utterance of a constituent \( \text{it}_{it} \), which is part of a larger \( \text{VP} \) constituent \( \text{it}_{vp} \) which, together with \( \text{it}_{np} \), constitutes a sentence \( \text{it}_{s} \). After the meaning of each of these constituents is derived, we obtain the interpretation in (5), in which we have used an attribute-value notation to indicate the classifications of each utterance and arcs to indicate domination.

\[
\begin{align*}
\text{U:} & \text{utter}(X, \"pitcher\") : \text{cat}(U) \text{ is } n, \text{sem}(U) \text{ is PITCHER}_{1} \\
& \text{--------------------------------------------} \\
& \text{cat}(U) \text{ is } n, \text{sem}(U) \text{ is PITCHER}_{1} \\

& \text{U:} \text{utter}(X, \"pitcher\") : \text{cat}(U) \text{ is } n, \text{sem}(U) \text{ is PITCHER}_{2} \\
& \text{--------------------------------------------} \\
& \text{cat}(U) \text{ is } n, \text{sem}(U) \text{ is PITCHER}_{2} \\

\text{U:utterance}(X, \"newspaper\") : \text{cat}(U) \text{ is } n, \text{sem}(U) \text{ is NEWSPAPER}_{U} \\
& \text{--------------------------------------------} \\
& \text{cat}(U) \text{ is } n, \text{sem}(U) \text{ is NEWSPAPER}_{U}
\end{align*}
\]

\textbf{Semantic interpretation as defeasible reasoning} The fact that interpretations are generated incrementally and in parallel supports the view that interpretive processes such as lexical access, parsing, and pronoun resolution are defeasible inferences, advocated, e.g., by (Hobbs et al., 1993; Lascarides and Asher, 1993; Kameyama and Jaspars, 1996). Here these aspects of interpretation are uniformly modeled in terms of Prioritized Default Logic (PDL) (Brewka, 1991). In the somewhat simplified theory of the lexicon assumed here, the lexicon is a PDL theory with one default inference rule for each lexical entry; these rules are used to assign a syntactic category and a meaning to utterances during interpretation. For homonyms like \textit{pitcher}, the lexicon contains one (normal) default inference rule for each interpretation (say, \textit{pitcher} and \textit{pitcher2}), possibly with different priorities (open variables are indicated by capitals, all but the essential aspects of lexical information are omitted):
The rules that eliminate the underspecification are not part of the lexicon but operate at a later stage, after the sentence is completed, as suggested by Frazier and Rayner (see also (Lascarides and Copestake, 1998)). Thus, no reanalysis is required when the disambiguating context is encountered.

4 The semantics and pragmatics of pronouns

The lexical entry for *he*, on the other hand, only specifies its syntactic properties (again, we omit all but the essential information):

\[
\begin{align*}
U: & \text{utterance}(X, "he") : \text{cat}(U) = \text{pro}, \ \text{gender}(U) = \text{male}, \\
& \text{num}(U) = \text{sing} \\
\end{align*}
\]

Because this lexical entry does not specify the meaning for the pronoun, this must be derived from contextual reasoning in order to satisfy Frazier and Rayner’s IPH. Our contextual interpretation rules for pronouns use a conceptual vocabulary derived from Centering Theory (Grosz et al., 1995). More specifically, we assume that the local focus is updated by c-utterances, each of which introduces into context a number of ranked forward-looking centers (CFs). A complete formalization of Centering involves both ‘weak’ rules activated in the absence of a CB, and stronger rules that operate when a CB has been identified. We only discuss here the weak rule for pronoun resolution, that hypothesizes as a meaning of a pronoun utterance \(U_{pro}\) occurring in c-utterance \(U_{n+1}\) the discourse entity assigned as a meaning of utterance \(U_{np}\) occurring in the previous c-utterance \(U_n\), provided that the two CF-introducing utterances match. We write \(\text{cf-utt}(U,U)\) for "\(U\) is an utterance part of the c-utterance \(U\) that introduces a CF", and \(\text{prev-utt}(U,U)\) for "\(U\) is the c-utterance preceding \(U\)".

\[
\begin{align*}
| \text{cat}(U_{pro}) & = \text{pro}, \\
\text{cf-utt}(U_{n+1}, U_{pro}), \text{cf-utt}(U_n, U_{np}), & \text{prev-utt}(U_{n+1}) = U_n, \\
\text{agr-match}(U_{np}, U_{pro}), \sem(U_{np}) & = \sem(U_{pro}) \text{ is } \text{sing} & \text{PRO-MATCH} \\
\end{align*}
\]

Under the assumption that the example sentences in Corbett and Chang’s experiments involve two c-utterances, when the pronoun *she* is encountered in the second c-utterance, in a context in which both *Karen* and *Emily* are introduced in the previous c-utterance, the rule above is activated twice, generating conflicting extensions. We discuss in the longer version of the paper the implications of these findings concerning the form of the ‘stronger’ rules implementing centering preferences.
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