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The reliance on Multi-Processor Systems-on-Chip (MPSoCs) to satisfy the high performance requirement of complex embedded software applications is increasing. The Networks-on-Chip (NoCs) based interconnection infrastructure is fast becoming a preferred approach to facilitate communication among the processing elements (PEs) of MPSoCs. The heterogeneity of MPSoCs is also increasing by employing different types of PEs such as general purpose processor (GPP) for flexibility and custom accelerators for compute intensive tasks in order to meet the functional and non-functional requirements. However, application development and run-time management for different type of PEs is difficult as compared to their homogeneous counterpart.

Run-time mapping techniques need to load the application tasks into the system at run-time as and when the application needs to be supported. In this thesis, a number of efficient techniques have been proposed to realize run-time mapping algorithms for heterogeneous MPSoC platforms. The proposed techniques take computation and communication costs into account in order to improve the efficiency of run-time mapping. These techniques are well suited for on-the-fly assignment of new tasks into the system shown as On-the-fly Mapping in Fig. 1. Novel design-time analysis of applications has also been proposed to further improve the efficiency of run-time mapping by using the analysis results shown as Mapping using DSE results in Fig. 1.

MPSoC with single-task supported PEs are considered first. A new packing strategy to map the various tasks of an application in close proximity has been proposed to reduce the communication overhead [1]. The proposed strategy was further extended to devise a time-bounded method to minimize the overall computation time of the mapping process. This provides for a systematic approach to identify the best mapping configuration within a pre-assigned time constraint. Performance evaluations based on 20 random applications show that the proposed techniques outperform the existing techniques by up to 22%.

Subsequently, the proposed mapping process was extended to support an MPSoC platform in which each PE is capable of supporting multiple tasks [2]. The extended techniques facilitate in the mapping of a group of communicating tasks on the same PE, thereby resulting in a further reduction in the communication overhead. This approach has shown to further reduce the time required to identify the best mapping configuration within a pre-assigned time constraint.

The proposed techniques do not consider communication between tasks during mapping. In order to further improve the performance, new mapping techniques have been proposed that map the tasks of applications in communication-aware manner [3] [4]. The communicating tasks are mapped on the same PE as far as possible in order to reduce the communication overhead. We show that the proposed techniques are capable of alleviating Network-on-Chip (NoC) congestion bottlenecks and thus optimize the overall performance. On an average, channel load and total energy consumption is reduced by 30% and 46% respectively when evaluated with varying number of applications.

The run-time mapping techniques were further enhanced by taking into account both the computation and communication costs so as to optimize the overall computation efficiency. The techniques first target homogeneous MPSoCs [5] and then heterogeneous MPSoCs [6]. They rely on the systematic elimination of the longest communication path at a time until the computation load on any PE impedes the overall performance. The proposed techniques were tested using multiple scenarios of an MPEG-4 application to demonstrate that the total execution time and energy consumption can be reduced by 33% and 39% respectively when compared to an approach that rely solely on the communication-aware strategy.

A hybrid strategy has also been proposed to further accelerate the run-time mapping process when the applications to be supported on a platform are known at design-time. The hybrid strategy follows Mapping using DSE results path in Fig. 1. It relies on the design-time analysis to generate light-weight run-time mapping heuristics, which aid the communication and computation aware run-time mapping process. The overall computation complexity of the design-time analysis has been reduced notably. The strategy initially targets homogeneous MPSoCs [7] and later on has been extended for heterogeneous MPSoCs employing pruning-based [8] and communication-aware [9] analysis. Experiments based on models of real-life multimedia applications show that the proposed analysis strategy is faster by 83% and run-time mapping is accelerated by 93% when compared to state-of-the-art analysis and on the fly mapping approaches, respectively.

Further, techniques to design MPSoCs of given dimension such as 4×4 grid of cores are presented for hardware platforms
Results from the run-time mapping techniques are used to map real-life applications on the hardware MPSoC platforms in order to validate accuracy of the techniques.

Finally, the proposed run-time mapping process relies on an efficient computation and communication aware strategy, which is complemented by light-weight heuristics to implement embedded computing applications that demand high performance.
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