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Abstract. In this paper we prove that in some practical situations, there is a
free lunch for hyper-heuristics, i.e., for search algorithms that search the space of
solvers, searchers, meta-heuristics and heuristics for problems. This has conse-
quences for the use of genetic programming as a method to discover new search
algorithms and, more generally, problem solvers. Furthermore, it has also rather
important philosophical consequences in relation to the efforts of computer sci-
entists to discover useful novel search algorithms.

1 Introduction

Hyper-heuristics are often defined as “heuristics to choose heuristics” [4]. A heuristic
is considered as a rule-of-thumb or “educated guess” that reduces the search required to
find a solution. The difference between meta-heuristics and hyper-heuristics is that the
former operate directly on the problem search space with the goal of finding optimal
or near-optimal solutions. The latter, instead, operate on the heuristics search space
(which consists of all the heuristics that can be used to solve a target problem). The
goal then is finding or generating high-quality heuristics for a problem, for a certain
group of instances of a problem, or even for a particular instance. Put another way,
hyper-heuristics are search algorithms that don’t directly solve problems, but, instead,
search the space of solvers, searchers, meta-heuristics or heuristics that can then solve
the problems of interest.

The situation is depicted in Figure 1 where a hyper-heuristic (the point drawn in
thick line in the leftmost circle in the figure) is sampling a subset of elements in the
space of heuristics (the middle circle) in order to find a good solver for a problem,
represented as a search space endowed with a fitness function (the rightmost circle in
the figure). Each solver sampled by the hyper-heuristic needs to be executed in order
to evaluate the quality of such a solver. This, in its turn, involves the sampling of a
subset of elements of the space of solutions. Since fitness values are associated to these,
information percolates up the hierarchy to guide the hyper-heuristic. Note that there are
many hyper-heuristics in the space of hyper-heuristics. Each may sample the space of
heuristics differently, which in turn may lead to sampling the solution space differently.

Genetic Programming (GP) [3,15,21] has been very successfully used as a
hyper-heuristic. For example, GP has evolved competitive SAT solvers [1,2,8,14],
evolutionary algorithms [16,17], bin packing algorithms [5,6,22], particle swarm op-
timisers [7,19,20], and travelling salesman problem solvers [11,12,13,18].
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Fig. 1. A hyper-heuristic exploring the space of search algorithms (or more generally solvers) for
a particular problem

The question we want to investigate in this paper is whether or not the No-Free-
Lunch (NFL) theory of Wolpert and Macready [26] and its more modern reformulations
have implications for hyper-heuristics and GP (when used to invent problem solvers and
other search algorithms). In principle, there would seem to be no a priori reason why
NFL would not apply to hyper-heuristics in the sense that NFL is said to apply to all
forms of search. However, nobody has actually ever explored the specific applicability
of NFL to meta-search (i.e., hyper-heuristics). In this paper we explore under what
conditions NFL may apply to hyper-heuristics and what implications the availability or
otherwise of a “free lunch” may have on researchers interested in developing search
algorithms, including GP.

The paper is organised as follows. In Section 2 we cover the basics of NFL. In Sec-
tion 3 we consider the implications of NFL for hyper-heuristic search. Section 4 shows
that free lunches are possible for hyper-heuristics. Exactly what this means is explained
in Section 5. We then look at the consequences this has in a broader context in Section 6.
We consider higher-order hyper-heuristic search in Section 7. Finally, we provide some
conclusions in Section 8.

2 No Free Lunch

Informally speaking, the NFL theory [26] states that, when evaluated over all possible
problems, all algorithms are equally good or bad irrespective of our evaluation criteria.

In the last decade there have been a variety of results that have refined and specialised
NFL (see for example [25] for a comprehensive review and [24] for a discussion on its
implications). One important result states that if one selects a set of fitness functions
that are closed under permutation (more on this below) then the expected performance
of any search algorithm over that set of problems is constant, i.e., it does not depend on
the algorithm we choose [23] nor the chosen performance measure. In formulae, if F
is a set of fitness functions closed under permutation, we have that

∑
f∈F

P( f ,a1) = ∑
f∈F

P( f ,a2) (1)

for any pair of pair of (non-resampling) search algorithms a1 and a2 and for any perfor-
mance measure P. Furthermore, [23] showed that the connection between closure and
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Fig. 2. A sample search space (top left), a problem (i.e., an assignment of fitness to the elements
of the search space (top right), and two sample permutations of the fitness function (bottom)

Fig. 3. A fitness function seen as a vector and its permutations

NFL is an “if and only if” one. That is, it is also the case that two arbitrary algorithms
will have identical performance over a set of functions only if that set of functions is
closed under permutation.

What does it mean for a set of functions to be closed under permutation? The NFL
is limited to finite search spaces. A fitness function is an assignment of fitness values
to the elements of the search space, as exemplified graphically in Figure 2 (top). A per-
mutation of a fitness function is simply a rearrangement of the fitness values originally
allocated to the objects in the search space. Examples of permutations are shown at
the bottom of Figure 2. If we enumerate the elements of a search space according to
some scheme, we can then represent a fitness function as a vector that stores the fitness
associated to each point of the space. For example, if we enumerate the five points in
Figure 2 (top left) in anti-clockwise order, the fitness function in Figure 2 (top right)
can be represented as indicated in the leftmost vector in Figure 3. In this case, permut-
ing a fitness function simply means shuffling the elements of the vector representing
it. A subset of permutations of our sample fitness function are shown in Figure 3. A
set of problems/fitness functions is closed under permutation if, for every function in
the set, all possible shuffles of that function are also in the set. If all the possible 120
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Fig. 4. In the space of hyper-heuristics (exploring the space of search algorithms/solvers for a
particular problem), fitness is determined by how well each algorithm solves the original problem

permutations (including the identity permutation) of the elements of the leftmost vector
in Figure 3 were considered, then the resulting set of fitness functions would be closed
under permutation.

3 Implications of No-Free Lunch for Hyper-Heuristics

So, let us see exactly what the applicability of NFL would imply in the case of hyper-
heuristics. Firstly, let us consider what guides the search of hyper-heuristics.

Hyper-heuristics require some feedback from the problem domain in order for them
to have any hope to discover good heuristics. As illustrated in Figure 4, they are guided
by a performance measure, P(a), that indicates how good each heuristic a (for “algo-
rithm”) is in relation to the problem at hand. Note that while in practice P(a) is com-
puted (in fact, it can often only be estimated) only for the algorithms actually sampled
by the hyper-heuristic, from a logical point of view we can imagine that all possible
algorithms in the heuristics space have a precomputed performance measure. In this
situation, we can forget about the original problem space, and, instead, look at the al-
gorithm space as an ordinary search space endowed with an objective measure. That is,
we can focus on the rectangular region marked out in Figure 4.

In order to make further progress, we need to generalise and formalise our treatment
a little. Let P be a set of problems for which we want to find a good solver via hyper-
heuristic search. The set P may include a single problem instance (as exemplified in
Figures 1 and 4), a set of problem instances, or even a whole class of problems (as
illustrated in Figure 5). However, for simplicity, let us imagine that all such problems
share the same solution space Ω and that Ω is finite. If, for example, we were interested
in solving SAT problems, we imagine that P is a set of SAT instances with the same
number of variables, n, so that Ω = {0,1}n for all problems in P .

What distinguishes a problem from another is the assignment of fitness to the el-
ements of Ω. Let G be the set of fitness functions associated to the problems in P . G
corresponds to the rectangular area to the right of Figure 5. We can think of the elements
of G graphically as in the figure or as vectors/tables as indicated in Section 1.
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Fig. 5. A hyper-heuristic exploring the space of search algorithms (or more generally solvers) for
a particular set of problems

As we discussed above, a hyper-heuristic is a search algorithm that explores the space
of search algorithms. Let us call this latter space Λ.1 Λ corresponds to the circle in the
middle of Figure 5. In order to make decisions as to which heuristics in Λ to explore
and in which order, a hyper-heuristic needs to be guided by some objective function
that evaluates how well each of the heuristic it samples solves the problems in P . Let
us look at this more closely.

Given a problem with fitness function g ∈ G , a searcher/heuristic will sample Ω to
achieve some goal. Often the goal is to find good values of fitness and we would like the
heuristic to find a member of Ω that has the largest (or smallest, if minimising) value in
g using the smallest possible number of trials. However, one may want to adopt other
performance measures. Let P be one such performance measure. Because we don’t have
just one problem, but a set of problems, P , the performance measure P(a) for an algo-
rithm a ∈ Λ will need to be applied to all such problems and then averaged to produce
an estimation of how good an element of the space of searchers, Λ, is. Naturally, in the
presence of stochasticity, P will be noisy. For the purpose of this argument, however, we
will imagine that we can associate to each element a of Λ the exact expected value of
P(a), E[P(a)], where the expectation is taken over all problems in P , i.e., all functions
in the set G . As we indicated above, once the performance of each algorithm/solver is
available, we can forget about the problem space, and, instead, look at the algorithm
space as an ordinary search space endowed with a “fitness measure” E[P(a)], as illus-
trated in Figure 6 (top).

Of course, as we know from the NFL theory summarised in Section 2, if the set
of fitness functions, G , characterising our problem set, P , is closed under permutation,
then all non-resampling search algorithms will show identical average performance over
G , i.e., ∑p∈P P(a, p) = constant. So, ∀a : E[P(a)] = constant.

1 Naturally, Λ may depend on the problems in P , the solution space Ω, the adopted representa-
tion for search behaviours, etc. We will not investigate these details here.



200 R. Poli and M. Graff

Fig. 6. The search as perceived from the point of view of a hyper-heuristic (top). If the problem
set is closed under permutation, the “fitness function” over the heuristic search-space (Λ) is flat
(bottom). In this case, searching for hyper-heuristics is futile, since every single one of them is
equally good.

This has a simple and important implication. A hyper-heuristic using E[P(a)] (for
any P) as its fitness measure over Λ will find that the fitness landscape is flat! This
situation is illustrated in Figure 6 (bottom). So, the hyper-heuristic has nothing to guide
it. In fact, no hyper-heuristic can have any guidance whatsoever. Therefore, a hyper-
heuristic that chooses a random solver from Λ is as good as any other. In other words,
hyper-heuristic search makes no sense if the set of problems for which we want to find
a solver is closed under permutation.

4 Free Lunches for Hyper-Heuristics

How likely is the situation depicted above? Igel and Toussaint [9] were able to show
that if one considers all possible sets of functions with a given domain and a given co-
domain, in most conditions the sets that are closed under permutation, and, hence, over
which NFL applies, represent a tiny fraction of the whole. From the point of view of
hyper-heuristic search, this would suggest that sets of problems P for which there is no
point in using hyper-heuristics are in fact quite rare, which is encouraging. However,
this is no guarantee that NFL will not be applicable for a particular set of problems.

Proving whether or not a set of fitness functions G is closed under permutation may
be difficult in general. However, there are cases where it is trivial to see that G cannot
be closed under permutation via basic counting argument. For example, if P includes
only one problem instance (which is sometimes the case in hyper-heuristic search), and
the fitness function associated to that problem instance, f , is non-flat (i.e., there is at
least one point x ∈ Ω with higher than average fitness, which is typically the case),
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then P cannot be closed under permutation. This is because with f there is always a
y ∈ Ω, with y �= x, such that f (y) �= f (x). It is, therefore, possible to find a way to
shuffle f to produce a new fitness function f̃ in which the fitness originally associated
to x is now assigned to y, that is f̃ (y) = f (x). But then, since f (x) �= f (y), we have
that f̃ (y) �= f (y), so f̃ is distinct from f . Since P is a singleton set, so is G . However,
f ∈ G and, so, f̃ �∈ G , which implies G is not closed under permutation. So, when a
hyper-heuristic approach is applied to finding a solver for a specific problem, there can
be a free lunch.

This counting argument can be made more general. If we know that one problem
has at least n distinct fitness values f1, . . . , fn at points x1, . . . ,xn, then it is possible to
shuffle the assignments of fitness values to x1, . . . ,xn in at least n! ways. If our problem
set P contains fewer that n! problems, then it cannot be closed under permutation and
there is a free lunch for hyper-heuristic search. It stands to reason that these conditions
are easily met by any practical problem set, since a) the size, n, of the co-domain for
realistic fitness functions will be relatively large (i.e., the fitness function can return a
variety of different values), and b) practical problem sets can never be too large because
one needs to calculate the performance of a in each of the problems which is usually
done by running a on each problem thereby the time required for this procedure would
limit the size of P . So, the condition |G |< n! should easily be satisfied.2 So, in practice,
when a hyper-heuristic approach is applied to finding a solver for a not-too-large set of
problems, there will likely be a free lunch.

5 What’s a Free Lunch?

So far we have not looked very closely at what having a “free lunch” means. One might
think, for example, that having a free lunch means that for any performance measure
and any two algorithms, one algorithm is superior to the other. Or perhaps having a free
lunch might mean that for any performance measure, there is at least one algorithm that
is superior to some other. Unfortunately, neither interpretation is correct.

As we indicated above, [23] showed that two arbitrary algorithms have identical
performance (irrespective of the chosen performance measure) over a set of functions
if and only if that set is closed under permutation. This result was proven by designing
a performance measure such that if NFL held over a set of functions F that is not
closed under permutation, it would then be possible to identify an algorithm whose
average performance over F is inferior to that of some other algorithm, leading to a
contradiction. So, another way to look at this result is to say that if the set of functions
F is not closed under permutation, then there exists at least one performance measure
under which at least one algorithm has better (worse) than average performance at
optimising functions from F .

So, the fact that NFL does not apply to hyper-heuristic search when the set of fitness
functions G associated to a problem set P is not closed under permutations means that

2 In fact this condition is always satisfied in the case of Boolean induction problems with k > 1
inputs, since there can be at most 22k

different Boolean functions in |G | and, normally, there

are 2k +1 different possible fitness values, but 22k
< (2k +1)! for k > 1.
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the search for superior search algorithms is meaningful, for at least some performance
measures. We know nothing about which and how many algorithms exist that perform
better/worse than average. We know nothing about which and how many performance
measures exist for which this is possible. All we know is that answers to these questions
exist. Finding them may be a totally different matter.

While this may sound discouraging, in fact testing whether any particular perfor-
mance measure is suitable is not difficult. All we need to do is find two points in the
search space for which the performance measure gives different outputs. We suspect in
many practical situations this may just require testing a handful of points.

6 Implications for Computer Scientists and Other Searchers

Until now we have focused on the situation where we are evaluating one particular
hyper-heuristic. As indicated in Figures 4–6, however, such a hyper-heuristic is just
one element in the space of hyper-heuristics. In this section we want to move one level
up in the “search hierarchy” to explore important questions such as: Are there bet-
ter (non-resampling) hyper-heuristics than others? Are computer scientists designing
hyper-heuristics wasting their time?

Let us start by considering a special (but typical) case. Let us imagine that we have
fixed the set of problems P we want to solve and that we are interested in finding
solvers for these problems that maximise E[P(a)] for a given performance measure P.
That is, we are not looking at all possible such measures, but just one particular P that
we think works well for our objectives. For example, P might just be the success rate
for an algorithm or the best fitness found in n fitness evaluations. As we noticed above,
E[P(a)] can be seen as a fitness function over the elements of Λ. We also noticed that
if G is closed under permutation, such a fitness function is flat. Note that even if the
set is not closed under permutation, the fitness function on Λ may look flat. It will not
be flat only if, additionally, P is a suitable performance measure (i.e., one will show
differences in performance).

If we enumerate Λ we can store the values of E[P] associated to each heuristic in Λ
in a vector h. If we fix every detail of our search (performance measure, set of problems,
fitness measure over the solution space Ω, etc.), our hyper-heuristic is simply faced with
one problem which is to find the maximum value in h. This is a very common situation
in hyper-heuristics. The question is: which hyper-heuristic should one use for the job?

If P is not closed under permutation, and we have chosen a performance measure that
will show differences in performance, then h is non-flat, and so there are better elements of
Λ than others. Because of this, the singleton set {h} is not closed under permutation (see
argument in Section 4). As a result, there exists at least one hyper-heuristic that is better
than average for at least one performance measure. In other words, if we consider problem
sets that are not closed under permutation, looking for good hyper-heuristics is not a waste
of time. Connecting this observation with the fact (highlighted in Section 4) that sets of
problems which are closed under permutation may in practice be a rarity, we can conclude
that there may be a free lunch for computer scientist developing hyper-heuristics.

While, clearly, not every user of hyper-heuristics is directly involved in developing
new ones, the modification of hyper-heuristics and the tuning of their parameters is very
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common. For example, users are likely to try to optimise the rates of application of the
hyper-heuristic’s search operators (e.g., with some sort of trial and error approach) in
an attempt to obtain a hyper-heuristic that is able to locate elements of Λ associated
with good h performance values using the smallest number of samples from Λ. This
tuning and tweaking is a form of search, where, we, the humans, are the searchers. This
process is guaranteed to be a waste of time if h is flat. However, as we noted above, this
situation is unlikely and, so, there may be a free lunch for users tuning hyper-heuristics.

7 Higher-Order Hyper-Heuristics

Looking into the future a little, we may imagine that at a not-too-distant point, we will
have enough computer power to automate the search for hyper-heuristics via hyper-
hyper-heuristics. Is there hope for (future) hyper-hyper-heuristics? Does NFL hold for
hyper-hyper-heuristics?

Clearly hyper-hyper-heuristics will search the same space currently searched by
computer scientists who try to design good hyper-heuristics and users who tune their
hyper-heuristics before using them. So, the search will be hopeless whenever human
search is hopeless and vice versa. In other words, in the right conditions3, there is a free
lunch for hyper-hyper-heuristics.

Looking further into the future, one may wonder what would happen if we con-
sidered hyper-hyper-· · ·-heuristics. The question is not purely theoretical, since hyper-
hyper-heuristics are just round the corner, and researchers interested in designing them
will in fact find themselves exploring the space of hyper-hyper-hyper-heuristics. Does
it make sense to explore that space or does NFL hold there? As we have seen above,
if the set of problems P is closed under permutation, then all heuristics are equally
good, and, so, there is no point in using hyper-heuristics. The reason is that every time
a hyper-heuristic samples the space of heuristics, it gets the same performance value
back. Therefore, irrespective of what performance measure we may have in mind for
hyper-heuristics, they will all appear to be equally good. That is the hyper-heuristics
fitness landscape is flat too. It follows from this, that the same is true for higher order
hyper-heuristics too. To sum up, if we are working with a set of problems that is closed
under permutation, there is no point in using hyper-hyper-· · ·-heuristics.

The converse is not necessarily true though. That is, even if the set P is not closed
under permutation, in order for hyper-hyper-· · ·-heuristics to make sense, we need to
make sure at every level in the chain an objective measure is used that reveals perfor-
mance differences at the level immediately below. While we suspect that in practice this
may not be difficult to achieve (see discussion at the end of Section 5), there is no guar-
antee that such performance measures could be found without incurring in substantial
overheads.

Can we imagine situations more general than this? Actually, yes, and in fact these
may be quite important for the future of hyper-heuristics. Consider the case depicted in
Figure 7 where a hyper-heuristic is asked to explore not one space of solvers with their
associated performance values, but many such spaces (those in the rectangular region
in the middle of the figure). For simplicity, let us imagine that these spaces share the

3 See Section 4.



204 R. Poli and M. Graff

Fig. 7. A hyper-heuristic required to explore multiple spaces of search algorithms where each
space has potentially a different set of problems associated to it

same structure and include the same algorithms/solvers but that they are characterised
by different assignments of fitness (i.e., performance) to their points. In essence, from
the point of view of the hyper-heuristic, these are different problems. Note that each
heuristic space has potentially a different set of problems associated to it (one of the
rectangles on the right of Figure 7).

Why would one want to consider this scenario? For example, we might want to eval-
uate how good our hyper-heuristic is at finding solvers for different classes of problems.
In this case, each problem class induces a different h function over the space of heuris-
tics, Λ. Another important case in where one is given only one set of problems (in
this case all the rectangles on the right of Figure 7 would be identical), but we want
to test whether our hyper-heuristic can work well with different performance measures
P (e.g., best end of runs fitness, success rate, etc.). Then each performance measure
would produce a different h over Λ. Alternatively, one might want the hyper-heuristic
to work well both across problem classes and performance measures. Finally, one might
even want to test a hyper-heuristic when searching different classes of heuristics (e.g.,
genetic algorithms, particle swarm optimisers and tabu search).

In all these cases, instead of having to deal with one fitness function over Λ, h, we
will have a set of such functions, H . In principle such a set could be closed under
permutation. However, following arguments similar to the ones we have put forward
for heuristics, it is easy to convince oneself that in many practical situations there will
be a free lunch for this type of search and for its higher-order variants.

8 Conclusions

Hyper-heuristics are an important class of problem-solving techniques that find solvers
for problems or classes of problems rather than attempting to solve the problems
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themselves. The last few years have seen an increased effort and many successes in
applying GP as a hyper-heuristic.

In this paper we have shown that NFL does not automatically apply to hyper-heuristic
search. NFL is guaranteed to apply to hyper-heuristics and higher-order hyper-heuristics
only if it applies to the lowest levels in the search hierarchy, i.e., if the set of problems of
interest is closed under permutation. When this is not the case, and, as we have argued,
this happens in many realistic situations, there is a free lunch for hyper-heuristic tech-
niques provided that, at each level in the search hierarchy, heuristics are evaluated using
performance measures that reveal the differences present at the level immediately below.

Naturally, the fact that NFL results may not hold for hyper-heuristic search does not
imply that the existing hyper-heuristic methods are good. This may need to be proved
by other means. The non-applicability of NFL, however, means that it is worthwhile to
try to come up with new and more powerful hyper-heuristic algorithms, including those
based on GP.

Having reviewed what this paper has achieved, let us also briefly reconsider what
we have left out. Throughout the paper we have made three important assumptions
(deriving directly from the original NFL theory). We discuss them below.

Firstly, we used expectations of performance measures E[P(a)] to assess the per-
formance of an algorithm across problems, of a hyper-heuristic across algorithms, of
a hyper-hyper-heuristic across hyper-heuristics and so on. While this makes sense in
many cases, in principle one could come up with different ways of judging the worth of
a searcher over a set of searches. For example, one might be more interested in higher
order statistics, tails of distributions or extreme values of performance. In this case,
NFL cannot tell much about what happens in search. So, we don’t have this nice tool to
explore under what circumstances there may be a free lunch for hyper-heuristics. What
remains true is that there still is no point in using hyper-heuristics if the aggregate per-
formance measure (whatever it is) computed over a set of problems produces identical
results for all search algorithms. This is because, in this case, NFL would apply to the
higher levels of the search hierarchy, rendering the search for better hyper-heuristics
and higher-order hyper-heuristics futile.

Secondly, we implicitly assumed that problems are drawn from problem sets either
by deterministic enumeration or probabilistically by sampling P with uniform proba-
bility. However, there are cases where not all the problems in P are equally likely (or
important). In these cases the expected performance of an algorithm over the problem
set P is given by

E[P(a)] = ∑
f∈G

p( f )P( f ,a) (2)

where p( f ) is a function that indicates with which probability each problem is presented
to a searcher. If p( f ) is uniform then, as we have seen in Section 2, NFL holds if and
only if G is closed under permutation. The question is: what happens if p( f ) is non-
uniform? As proved in [10], NFL may still hold, but rather stringent conditions must be
met on the form of p( f ). A function and its permutations are characterised by a unique
histogram of fitness values. For NFL to hold, G must be closed under permutation and
all the functions in G with a particular fitness histogram must have identical probability
of being drawn from G . While it is clearly trivial to extend the theory presented in
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this paper to cover the non-uniform case, these additional constraints make it even less
likely that NFL will apply to any set of problems presented to a hyper-heuristic in
a practical situation. So, hyper-heuristics have an even broader applicability on non-
uniform problem domains.

Thirdly, we did not consider re-sampling (some algorithms are worse than others
even in the presence of sets of problems that are closed under permutation simply be-
cause they waste more time revisiting points). In future research we will explore what
implications re-sampling has for hyper-heuristic search.
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